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#### Abstract

In this paper we study a class of operators which act on spaces of sequences taking value on a module over a Noetherian factorial domain. These operators are obtained as linear combinations of the operators that shift the sequences forward and backward. For this reason they are called shift operators. The properties of this class of operators are effectively applied to study difference equations and dynamical systems over rings. © 1997 Elsevier Science B.V.
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## 1. Introduction and notation

### 1.1. Difference equations over rings

Let $R$ be a ring and let $r_{m}, \ldots, r_{n} \in R$ with $m \leq n \in \mathbb{Z}$. Consider the difference equation

$$
\begin{equation*}
r_{m} x(t+m)+r_{m+1} x(t+m+1)+\cdots+r_{n} x(t+n)=0 . \tag{1}
\end{equation*}
$$

Does there exist a non-zero solution of (1)? In other words, does there exist a non-zero sequence $x=\{x(t)\}_{t \in \mathbb{Z}} \in R^{\mathbb{Z}}$ such that (1) is satisfied for all $t \in \mathbb{Z}$ ? More generally, consider the non-homogeneous problem: given a sequence $y=\{y(t)\}_{t \in \mathbb{Z}} \in R^{\mathbb{Z}}$, does there exist a sequence $x=\{x(t)\}_{t \in \mathbb{Z}} \in R^{\mathbb{Z}}$ such that

$$
\begin{equation*}
r_{m} x(t+m)+r_{m+1} x(t+m+1)+\cdots+r_{n} x(t+n)-y(t) \tag{2}
\end{equation*}
$$

[^0]for all $t \in \mathbb{Z}$ ? We are interested in characterizing the set of all the solutions of (1) and (2) and also to establish concrete algorithms to construct such solutions. If $R=k$ is a field, things are quite simple: excluding the trivial case in which all the $r_{j}$ 's are equal to 0 , we can as well assume that $r_{m}$ and $r_{n}$ are non-zero. Then, for every $y \in k^{\mathbb{Z}}$, the set of all the solutions of (2) form an affine $k$-subspace $\mathscr{S}_{y} \subseteq k^{\mathbb{Z}}$ of dimension $n-m$. The freedom in the solution corresponds to the fact that we can arbitrarily assign the value of $x$ in $n-m$ consecutive time instants and then solve uniquely in a recursive fashion backward and forward in time using (2). Notice that, as a consequence, there exists a non-zero solution of (1) if and only if $n-m>0$. A remarkable fact is that $S_{y}$ depends on $y$ in a finite way, namely
\[

$$
\begin{equation*}
y_{1}, y_{2} \in k^{\mathbb{Z}} y_{1 \mid[a, b]}=y_{2 \mid[a, b]} \Rightarrow \mathscr{S}_{y_{1} \mid[a+m, b+n]}=\mathscr{S}_{y_{2} \mid[a+m, b+n]} \tag{3}
\end{equation*}
$$

\]

where we have used the symbol , to denote the restriction of sequences to a certain index subset. Similar considerations can clearly be repeated for general integral domains $R$ in the case the leading coefficients $r_{m}$ and $r_{n}$ are units. There is another useful way to represent solutions of (2) (in the case $r_{m}$ and $r_{n}$ are units) which we now quickly recall for later use. Introduce an auxiliary variable

$$
\xi(t):=\left(\begin{array}{c}
x(t)  \tag{4}\\
x(t+1) \\
\vdots \\
x(t+L-1)
\end{array}\right)
$$

where $L=n-m$. Define now

$$
\begin{align*}
& A:=\left(\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 \\
-r_{n}^{-1} r_{m} & -r_{n}^{-1} r_{m+1} & -r_{n}^{-1} r_{m+2} & \cdots & -r_{n}^{-1} r_{n-2} & -r_{n}^{-1} r_{n-1}
\end{array}\right)  \tag{5}\\
& b:=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
1
\end{array}\right) \quad C:=\left(\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right) \tag{6}
\end{align*}
$$

The solutions of (2) are then given by

$$
\left\{\begin{array}{l}
\xi(t+1)=A \xi(t)+b y(t-m)  \tag{7}\\
x(t)=C \xi(t)
\end{array}\right.
$$

as $\xi(0)=\xi_{0}$ varies in $R^{L}$. From (7) we get the closed expression

$$
\begin{equation*}
x(t)=C\left[A^{t} \xi_{0}+\sum_{k=0}^{t-1} A^{t-1-k} b y(k-m)\right], \quad t \in \mathbb{Z} \tag{8}
\end{equation*}
$$

The difficulty starts when at least one of the leading coefficients $r_{m}, r_{n}$ is no longer a unit. A lot of pathologies can then happen even for relatively simple rings. As an example, in the case $R=\mathbb{R}[z]$, consider the equations

$$
\begin{align*}
& x(t)-z x(t+1)=0  \tag{9}\\
& x(t)+x(t+1)+z x(t+2)=0  \tag{10}\\
& x(t)+(z-1) x(t+1)-z x(t+2)=0 \tag{11}
\end{align*}
$$

It is easy to check that (9) has only the 0 solution and the same is true for (10) (see Section 2). On the other hand, (11) admits non-trivial solutions: $x(t)=p$ constant where $p \in \mathbb{R}[z]$. The non-homogeneous problems associated with the above difference equations are not easy to solve and only partial results can be obtained. These examples will be taken up in Section 2: in particular, we will show that they do not satisfy finite property (3).

Eqs. (1) and (2) can be expressed in a more compact form. Denote by $\sigma$ the backward shift on $R^{\mathbb{Z}}$ defined by $(\sigma x)(t):=x(t+1)$. Consider the Laurent polynomial $p:=\sum_{j=m}^{n} r_{j} u^{j}$. It induces an $R$-homomorphism called a scalar shift operator

$$
\begin{align*}
& p\left(\sigma, \sigma^{-1}\right): R^{\mathbb{Z}} \rightarrow R^{\mathbb{Z}},  \tag{12}\\
& p\left(\sigma, \sigma^{-1}\right) x:=\sum_{j=m}^{n} r_{j}\left(\sigma^{j} x\right) . \tag{13}
\end{align*}
$$

Eq. (2) can be written as

$$
\begin{equation*}
p\left(\sigma, \sigma^{-1}\right) x=y \tag{14}
\end{equation*}
$$

In order to solve previous problems one is then naturally led to study the kernel and the image of scalar shift operators.

A straightforward generalization of this problem can be obtained in the following way. First let us set some more notation. If $V$ is an $R$-module, denote by $V\left[u, u^{-1}\right]$ the $R\left[u, u^{-1}\right]$-module of Laurent polynomials with coefficients in $V$. Let $V, W$ be $R$ modules and consider the corresponding sequence spaces $V^{\mathbb{Z}}$ and $W^{\mathbb{Z}}$ on which the shift $\sigma$ (by abuse of notation we always denote it with the same symbol) acts as on $R^{\mathbb{Z}}$. Let now $M=\sum_{j=m}^{n} M_{j} u^{j} \in \operatorname{Hom}_{R}(V, W)\left[u, u^{-1}\right]$. It induces an $R$-homomorphism

$$
\begin{align*}
& M\left(\sigma, \sigma^{-1}\right): V^{\mathbb{Z}} \rightarrow W^{\mathbb{Z}},  \tag{15}\\
& M\left(\sigma, \sigma^{-1}\right) v=\sum_{j=m}^{n} M_{j}\left(\sigma^{j} v\right) . \tag{16}
\end{align*}
$$

$M\left(\sigma, \sigma^{-1}\right)$ is said to be a shift operator. We can study the equation

$$
\begin{equation*}
M\left(\sigma, \sigma^{-1}\right) v=w, \tag{17}
\end{equation*}
$$

where $w \in W^{\mathbb{Z}}$. In the case $V=R^{q}$ and $W=R^{l}$, this clearly corresponds to study solution of a system of $l$ difference equations in $q$ distinct sequence variables.

There are several reasons for studying difference equations over rings. We first recall that it follows from the work of Willems [12, 13] that the theory of linear control systems in discrete time is ultimately the study of kernels and images of shift operators over real or complex vector spaces. On the other hand, in the last decades there has been a growing interest in trying to extend the linear control theory to more general algebraic structures like rings and modules [3, 11]: this, in Willems' framework, leads exactly to the objects of our investigations: shift operators over modules [14]. An especially important case is when the ring is an algebra of functions, since in this case difference equations over such rings can be interpreted as a family of linear difference equations parametrized by certain parameters living on a topological space, a manifold, an algebraic variety. In this case, it is reasonable to ask if they admit solutions which are also parametrized with the same regularity that the coefficients had. Rings of functions considered in this paper will mainly be the ring of polynomials $k\left[z_{1}, \ldots, z_{n}\right]$ and the ring of convergent power series $k\left\{z_{1}, \ldots, z_{n}\right\}$. Another motivation is related to the symbolic dynamics over infinite alphabets. As it will appear more clearly in next subsection, kernels and images of shift operators can be interpreted as dynamical systems with a module structure which have a lot of interesting dynamical properties. In this regard the case of the integers $\mathbb{Z}$ is probably the most interesting: see [5].

### 1.2. A dynamical systems point of view

Let $V$ be a finitely generated $R$-module equipped with the discrete topology and consider the sequence $R$-module $V^{\mathbb{Z}}$ equipped with the product topology. The dynamical system ( $V^{\mathbb{Z}}, \sigma$ ) is called the full $R$-shift over the alphabet $V$. More generally, let $\mathscr{B} \subseteq V^{\mathbb{Z}}$ be a (closed) $\sigma$-invariant $R$-submodule. Then, the dynamical system ( $\mathscr{B}, \sigma_{\mid \mathscr{B}}$ ) is called a (closed) $R$-shift over $V$. For the sake of simplicity, whenever this does not cause confusion, the restriction sign in $\sigma$ will be dropped. Also, we will refer to $\mathscr{B}$ itself as the $R$-shift ( $\mathscr{B}, \sigma$ ).

Consider two $R$-shifts $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$. A map $\psi: \mathscr{B}_{1} \rightarrow \mathscr{B}_{2}$ is called an $R$-morphism if $\psi$ is a continuous $R$-homomorphism and $\psi \circ \sigma=\sigma \circ \psi$. Shift operators are $R$-morphisms between full $R$-shifts and it can easily be shown that these are all the possible ones. It thus follows that kernels of shift opcrators are closed $R$-shifts. On the other hand, as we will see later on, an image of a shift operator may not be closed. It is, however, an $R$-shift.

Kernels and images have a sort of duality property: given a kernel $R$-shift $\mathscr{B}$, it is difficult to construct elements belonging to it, in particular it is difficult to check if $\mathscr{B} \neq\{0\}$. On the other hand, it is casy to check if a given sequence $v$ is in $\mathscr{B}$. The converse is true for image $R$-shifts: it is difficult to establish if a given sequence is in $\mathscr{B}$ but it is easy to construct elements. For this reason, when one is confronted with the difference equations

$$
\begin{align*}
& M\left(\sigma, \sigma^{-1}\right) v=0  \tag{18}\\
& M\left(\sigma, \sigma^{-1}\right) v=w \tag{19}
\end{align*}
$$

may naturally pose the following problems:
(1) Parametrize the set of solutions of (18).
(2) Check the solvability of (19).
(3) Parametrize the set of solutions of (19).

The answers to the previous questions are connected with two important concepts of systems theory and symbolic dynamics: controllability and finite memory. Let $\mathscr{B} \subseteq V^{\mathbb{Z}}$ be an $R$-shift. $\mathscr{B}$ is said to be controllable [12] if for all $v_{1}, v_{2} \in \mathscr{B}$, there exists $n \in \mathbb{N}$ and $v \in \mathscr{B}$ with

$$
\begin{equation*}
v(t)=v_{1}(t) \quad \forall t<0, \quad\left(\sigma^{n} v\right)(t)=v_{2}(t) \forall t \geq 0 \tag{20}
\end{equation*}
$$

On the other hand, if $I \subseteq \mathbb{Z}$, denote by $\mathscr{B}_{\mid I}$ the $R$-module of restrictions of the bi-infinite sequences in $\mathscr{B}$ to $I . \mathscr{B}$ is said to have memory $n \in \mathbb{N}$ if

$$
\begin{equation*}
v \in V^{\mathbb{Z}} \quad \text { and } \quad v_{\mid[t, t+n]} \in \mathscr{B}_{[[t, t+n]} \forall t \in \mathbb{Z} \Rightarrow v \in \mathscr{B} . \tag{21}
\end{equation*}
$$

$\mathscr{B}$ is said to have finite memory (or to be of finite type), if it has memory $n$ for some $n \in \mathbb{N}$. In the field case it happens that every closed $R$-shift has finite memory. This is not true in general, not even for principal ideal domains (PID's) [4]. It can easily be shown that if $\mathscr{B}$ is controllable, then it is topologically transitive as a dynamical system. The converse is also true under the assumption that $\mathscr{B}$ has finite memory.

Consider the first problem. As mentioned above an efficient way to parametrize the set of solutions $\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$ would be to express it as the image of a suitable shift operator. It has been shown in [14] that a closed $R$-shift can be expressed as the image of a shift operator if and only if it is controllable. It is clear that a kernel is closed but not necessarily controllable. For instance, in the scalar case discussed above we have that a kernel is never controllable, unless it is $\{0\}$ or $R^{\mathbb{Z}}$. Therefore, in order to understand when the solution set of a homogeneous difference equation admits an image representation, we have to characterize the class of kernel $R$-shifts which are controllable. Also when the set of solutions $\mathscr{B}:=\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$ is not controllable, there exists the largest controllable closed $R$-shift inside $\mathscr{B}$, that is denoted as $\mathscr{B}_{c}$ and that can be described as the image of a suitable shift operator. We will see in the sequel that in general $\mathscr{B}$ can be written as sum

$$
\mathscr{B}=\mathscr{B}_{c}+\tilde{\mathscr{B}},
$$

where $\tilde{\mathscr{B}}$ is a finitely generated free $R$-shift. Therefore $\mathscr{B}_{c}$ can be represented as the image of a suitable shift operator, while the elements of $\tilde{\mathscr{B}}$ can be fruitfully described through a generalized initial conditions fashion. The only drawback of this parametrization is that it is not injective in general since the previous sum can not always be found directly, unless $R$ is a field.

Consider now the second problem. This consists in finding an efficient way to decide whether for a certain $w$ there exists a solution or not, or, equivalently, in finding an efficient method for checking if $w \in \operatorname{Im} M\left(\sigma, \sigma^{-1}\right)$. As mentioned above, expressing $\operatorname{Im} M\left(\sigma, \sigma^{-1}\right)$ as the kernel of a suitable shift operator would provide this method.

However there are cases in which this is not possible and these occur just when $\operatorname{Im} M\left(\sigma, \sigma^{-1}\right)$ does not have finite memory. Actually, it is clear that kernels have necessarily finite memory. Also the converse is true: if $\mathscr{B} \subseteq V^{\mathbb{Z}}$ has memory $N$, consider the $R$-projection

$$
\begin{equation*}
f: V^{N+1} \rightarrow V^{N+1} / \mathscr{B}_{[[0, N]}=W . \tag{22}
\end{equation*}
$$

It induces a shift operator

$$
\begin{equation*}
\psi: V^{\mathbb{Z}} \rightarrow W^{\mathbb{Z}} \tag{23}
\end{equation*}
$$

by

$$
\begin{equation*}
(\psi v)(t):=f\left(v_{[[t, t+N]}\right) \tag{24}
\end{equation*}
$$

and $\mathscr{B}=\operatorname{Ker} \psi$. It may well happen that $W$ is not free even if $V$ was. See [6] for further discussion on this point.

In the case $R$ is a field, every closed $R$-shift has finite memory and moreover the image of a shift operator is always closed. Consequently in this case the situation is simple. When $R$ is a ring (different from the field case) images of shift operators are not necessarily closed, in particular they may not be kernels. In these cases it turns out to be very difficult to exploit the structure of these images and we do not know any systematic way to do it. In Section 2 we discuss some techniques for the scalar case (see Examples 1-4). In principle it could even happen that an image is closed but does not have finite memory. We do not have any example of this sort but there is a positive result: if $R$ is a PID, then, if an image is closed, it has finite memory [5]. If an image has finite memory then, by previous considerations it is also a kernel.

Finally, since Eq. (19) is linear, the third problem reduces to solving problem 1 and to finding a particular solution of (19).

### 1.3. Outline of the contents and extensions

All rings considered in this paper will be commutative Noetherian with identity element. In Section 2 we make a fundamental study of scalar shift operators in the case when $R$ is a commutative Noetherian factorial domain (or unique factorization domain UFD). We establish a correspondence between set- and topological-theoretic properties of such maps and algebraic properties of inducing polynomials. We then pass to show how these results can be fruitfully applied to study scalar difference equations: we have a complete result for the homogeneous case and partial results for the nonhomogeneous case. In Section 3 we pass to the matrix case for principal ideal domains (PID's). We first make a fundamental study of shift operators and we then pass to consider systems of difference equations: we establish quite complete results for the homogeneous problem and partial ones for the non-homogeneous one. Finally certain extensions to Noetherian factorial domains which are not PID are also considered.

The assumption that $R$ is a Noetherian factorial domain seems to be crucial in order to obtain a systematic theory as the one developed in this paper for the scalar shift
operators. On the other hand, a systematic extension to the matrix case is unlikely to be possible without the assumption that $R$ is a PID. However in many specific situations it may be possible to have remarkable extensions. The work [6] contains many elements which actually go in this direction: there, the properties of the shift operators are more intimately related to dynamical properties of $R$-shifts than in this paper.

## 2. Scalar shift operators

### 2.1. First results

In this section, $R$ always denotes a commutative Noetherian factorial domain (UFD). Denote by $R^{*}$ and $R_{0}$ the sets of invertible elements and of non-zero elements in $R$, respectively. A multiplicatively closed subset $S \subseteq R(0 \notin S, 1 \in S)$ is said to be saturated if for all $a, b \in R$ we have that $a b \in S \Leftrightarrow a, b \in S$. Let $S \subseteq R$ be a saturated multiplicatively closed set. Define

$$
\begin{equation*}
\widetilde{S}:=\left\{a \in R \mid\left(b \notin R^{*}, b \text { divides } a\right) \Rightarrow b \notin S\right\} \tag{25}
\end{equation*}
$$

It is easy to see that $\widetilde{S}$ is also a saturated multiplicatively closed set in $R$.
Consider $R\left[u, u^{-1}\right] . p=\sum_{i=m}^{n} r_{i} u^{i} \in R\left[u, u^{-1}\right]$, with $r_{m}, r_{n} \in R^{*}$, is said to be bimonic. Denote by $S_{b}$ the saturated multiplicatively closed subset of all the bimonic polynomials in $R\left[u, u^{-1}\right] . S_{b}$ and $\widetilde{S}_{b}$ will play an important role in the sequel. Other relevant multiplicatively closed subsets in $R\left[u, u^{-1}\right]$ are $R_{0}$ and $\left(R\left[u, u^{-1}\right]\right)^{*} . \widetilde{R}_{0}$ consists of the so called primitive polynomials. Notice that $R_{0}$ is not saturated, while its saturation is $R_{0} \cdot\left(R\left[u, u^{-1}\right]\right)^{*}=\widetilde{\widetilde{R}}_{0}$.

The following was proved in [5]. For completeness we sketch the proof.
Proposition 1. Consider $p \in R\left[u, u^{-1}\right]$. Then, $p\left(\sigma, \sigma^{-1}\right)$ is injective if and only if $p \in \widetilde{S}_{b}$.

Proof. Suppose that $p \notin \widetilde{S}_{b}$. Then, there exists a non-unit bimonic polynomial $q$ such that $q \mid p$. It is clear that

$$
\begin{equation*}
\text { Ker } p\left(\sigma, \sigma^{-1}\right) \supseteq \operatorname{Ker} q\left(\sigma, \sigma^{-1}\right) \neq 0 . \tag{26}
\end{equation*}
$$

Suppose, conversely, that $p \in \widetilde{S}_{b}$. Since $p \neq 0$ it is easy to see that the $R$-shift $\mathscr{B}=\operatorname{Ker} p\left(\sigma, \sigma^{-1}\right)$ is finitely generated over $R$. Choose $x_{1}, \ldots, x_{n} R$-generators of $\mathscr{B}$ and let $A \in R^{n \times n}$ be such that

$$
\begin{equation*}
\sigma \cdot\left[x_{1} \cdots x_{n}\right]=\left[x_{1} \cdots x_{n}\right] A \tag{27}
\end{equation*}
$$

Let $g$ be the characteristic polynomial of the matrix $A$. Since $A$ is invertible, $g \in S_{b}$ and it can easily be shown that $\operatorname{Ker} g\left(\sigma, \sigma^{-1}\right) \supseteq \mathscr{B}$. It is clear that $g$ and $p$ must be coprime polynomials and so there exist $h, k \in R\left[u, u^{-1}\right]$ such that $a=h p+k g \in R_{0}$. Since $a \mathscr{B}=0$ we now have that $\mathscr{B}=0$.

Define now $\Sigma$ to be the saturated multiplicatively closed set of Laurent polynomials which induce surjective scalar shift operators. It is easy to see that $S_{b} \subseteq \Sigma$. As we will see equality does not hold in general. We have the following:

Proposition 2. Let $p \in R\left[u, u^{-1}\right]$. Then, $p\left(\sigma, \sigma^{-1}\right)$ is an open surjection if and only if $p \in S_{b}$.

Proof. Assume that $p \in S_{b}$ and write $p=\sum_{i=h}^{k} r_{i} u^{i}$ with $r_{h}, r_{k} \in R^{*}$. Let $y_{n} \in R^{\mathbb{Z}}$ such that $y_{n[[-n, n]}=0$. Clearly, for every $n \in \mathbb{N}$ there exists $x_{n} \in R^{\mathbb{Z}}$ such that $x_{n \mid[-n+h, n+k]}=$ 0 and $p\left(\sigma, \sigma^{-1}\right) x_{n}=y_{n}$. This proves that $p\left(\sigma, \sigma^{-1}\right)$ is an open surjection.

Suppose, conversely, that $p\left(\sigma, \sigma^{-1}\right)$ is an open surjection and write $p=p_{1} p_{2}$, with $p_{1} \in \widetilde{S}_{b}$ and $p_{2} \in S_{b} . p_{1}\left(\sigma, \sigma^{-1}\right)$ is also open and bijective. Let $\delta \in R^{\mathbb{Z}}$ be defined by $\delta(0)=1$ and $\delta(t)=0, \forall t \neq 0$ and let $x \in R^{\mathbb{Z}}$ be such that $p_{2}\left(\sigma, \sigma^{-1}\right) x=\delta$. Since the sequences $\sigma^{n} \delta, n \in \mathbb{N}$, and $\sigma^{-n} \delta, n \in \mathbb{N}$ both converge to zero, $\sigma^{n} x$ and $\sigma^{-n} x$ must also converge to zero. This implies that $x$ has finite support which yields $p_{1} \in\left(R\left[u, u^{-1}\right]\right)^{*}$.

### 2.2. The semisimple case

We now want to study in further detail the relation between $S_{b}$ and $\Sigma$. In some cases we have equality: this happens when the ring $R$ is semisimple (i.e. the intersection of all the maximal ideals is $\{0\}$ ). Examples of semisimple rings which we have in mind are the ring of integers $\mathbb{Z}$ and the ring of polynomials over a field $k\left[z_{1}, \ldots, z_{s}\right]$.

We start with the following:
Lemma 3. Assume that $R$ is semisimple. Let $p \in R\left[u, u^{-1}\right]$ such that $p\left(\sigma, \sigma^{-1}\right)$ is injective and $\operatorname{Im} p\left(\sigma, \sigma^{-1}\right) \supseteq a R^{\mathbb{Z}}$ for some $a \in R_{0}$. Then, $p \in R_{0} \cdot\left(R\left[u, u^{-1}\right]\right)^{*}$.

Proof. Write $p=\sum_{i=m}^{n} r_{i} u^{i}$. Let $m$ be a maximal ideal in $R$ such that $a \notin m$. Consider the residue field $k:=R / m$ and let $\bar{p}=\sum_{i=m}^{n} \bar{r}_{i} u^{i} \in k\left[u, u^{-1}\right]$ be the quotient projection of $p$. It can easily be proven that $\bar{p}\left(\sigma, \sigma^{-1}\right)$ is a bijective scalar shift operator and since $k$ is a field, we have that [12] $\bar{p}=b u^{l}$, where $b \in k^{*}$ and $l \in \mathbb{Z}$. Consider now any pair of coefficients $r_{i}, r_{j}$, with $i \neq j$, of $p$. Then, $r_{i} r_{j}$ is in the intersection $J$ of all the maximal ideals of $R$ which do not contain $a$. Let $J^{\prime}$ be the intersection of all the maximal ideals of $R$ containing $a$. Since $R$ is semisimple we have that $J \cdot J^{\prime} \subseteq J \cap J^{\prime}=(0)$. Since $(a) \subseteq J^{\prime}$ and $R$ is a domain, it follows that $J=(0)$. This yields $r_{i} r_{j}=0$ for all pairs $i \neq j$. Hence, only one coefficient in $p$ is non-zero.

Proposition 4. Assume that $R$ is semisimple. Then,
(1) $\widetilde{S}_{b} \cap \Sigma=\left(R\left[u, u^{-1}\right]\right)^{*}$. In particular, every invertible scalar shift operator has a continuous inverse.
(2) $S_{b}=\Sigma$. In particular, every surjective scalar shift operator is open.

Proof. (1) Immediately follows from Lemma 3 and Proposition 1.
(2) Let $p \in \Sigma$. Factor $p=p_{1} p_{2}$ with $p_{1} \in \widetilde{S}_{b}$ and $p_{2} \in S_{b}$. Clearly, $p_{1} \in \widetilde{S}_{b} \cap \Sigma=$ $\left(R\left[u, u^{-1}\right]\right)^{*}$. Hence, $p \in S_{b}$.

We have another interesting consequence.
Corollary 5. Assume that $R$ is semisimple and let $p \in R\left[u, u^{-1}\right]$. Then, the following conditions are equivalent:
(1) $\operatorname{Im} p\left(\sigma, \sigma^{-1}\right) \supseteq a R^{\mathbb{Z}}$ for some $a \in R_{0}$.
(2) $\operatorname{Im} p\left(\sigma, \sigma^{-1}\right)$ is a closed finite memory $R$-shift.
(3) $p \in R_{0} \cdot S_{b}$.

Proof. (1) $\Rightarrow$ (3) Write $p=p_{1} p_{2}$ with $p_{1} \in \widetilde{S}_{b}$ and $p_{2} \in S_{b}$. Since $\operatorname{Im} p\left(\sigma, \sigma^{-1}\right)=$ $\operatorname{Im} p_{1}\left(\sigma, \sigma^{-1}\right)$, we can conclude using Lemma 3.
$(3) \Rightarrow(2)$ is evident.
(2) $\Rightarrow$ (1) Assume that $\mathscr{B}$ has memory $L$. Write $p=\sum_{i=m}^{n} r_{i} u^{i}$ with $r_{m}, r_{n} \neq 0$. It follows that

$$
\mathscr{B}_{\mid[0, L]}=\operatorname{Im}\left[\begin{array}{ccccc}
r_{m} & \cdots & r_{n} & &  \tag{28}\\
& \ddots & & \ddots & \\
& & r_{m} & \cdots & r_{n}
\end{array}\right]
$$

Therefore,

$$
\begin{equation*}
\mathscr{B}_{[0, L]} \supseteq r_{m}^{L+1} R_{[[0, L]}^{\mathbb{Z}} \tag{29}
\end{equation*}
$$

and, since $\mathscr{B}$ has memory $L$,

$$
\begin{equation*}
\mathscr{B} \supseteq r_{m}^{L+1} R^{\mathbb{Z}} \tag{30}
\end{equation*}
$$

### 2.3. The complete case

Quite different results can be obtained for complete rings. Let $m \leq R$ be a maximal ideal. Assume that $R$ is complete with respect to the $m$-adic topology $\tau$. Consider the ideal $\tilde{m}:=m\left[u, u^{-1}\right]$ in the ring $R\left[u, u^{-1}\right]$. Denote by $\widehat{R\left[u, u^{-1}\right]}$ the $\tilde{m}$-completion of $R\left[u, u^{-1}\right]$. We can think, in the standard way,

$$
\begin{equation*}
\widehat{R\left[u, u^{-1}\right]} \hookrightarrow \prod_{n \geq 0}\left(R / m^{n} R\right)\left[u, u^{-1}\right] \tag{31}
\end{equation*}
$$

Proposition 6. Assume that $R^{\mathbb{Z}}$ is equipped with the product topology $\tau^{\infty}$ (each factor $R$ is equipped with the topology $\tau$ ). The $\tau^{\infty}$-continuous $R$-homomorphisms of $R^{\mathbb{Z}}$ which commute with $\sigma$ are in bijective correspondence with $\widehat{R\left[u, u^{-1}\right]}$ in the following way: to $p=\left\{p_{n}\right\} \in \widehat{R\left[u, u^{-1}\right]}$ with $p_{n} \in\left(R / m^{n} R\right)\left[u, u^{-1}\right]$, we associate

$$
\begin{equation*}
p\left(\sigma, \sigma^{-1}\right): R^{\mathbb{Z}} \rightarrow R^{\mathbb{Z}} \tag{32}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\left(p\left(\sigma, \sigma^{-1}\right) v\right)(t):=a \tag{33}
\end{equation*}
$$

where $a \in R$ is the unique element such that $\left\{a \bmod \left(m^{n}\right)\right\}=\left\{\left(p_{n}\left(\sigma, \sigma^{-1}\right) v\right)(t)\right\}$ for all $n \in \mathbb{N}$.

Proof. It is straightforward to verify that $p\left(\sigma, \sigma^{-1}\right)$ defined by (33) is continuous. On the other hand, given a $\tau^{\infty}$-continuous $R$-homomorphism $\phi: R^{\mathbb{Z}} \rightarrow R^{\mathbb{Z}}$ which commutes with $\sigma$, we can consider the induced

$$
\begin{equation*}
\phi_{n}:\left(R / m^{n} R\right)^{\mathbb{Z}} \rightarrow\left(R / m^{n} R\right)^{\mathbb{Z}} \tag{34}
\end{equation*}
$$

Since the quotient topology on $R / m^{n} R$ is discrete and $\phi_{n}$ is a continuous $R / m R$ homomorphism which commutes with $\sigma$, there exist $p_{n} \in\left(R / m^{n} R\right)\left[u, u^{-1}\right]$ such that $\phi_{n}=p_{n}\left(\sigma, \sigma^{-1}\right)$. It is clear that, if we denote $p=\left\{p_{n}\right\}$, we have that $\phi=p\left(\sigma, \sigma^{-1}\right)$.

Proposition 7. Let $m \leq R$ be a maximal ideal and assume that $R$ is complete in the m-adic topology $\tau$. Then,
(1) $\widetilde{S}_{b} \cap \Sigma=\left(\widehat{R\left[u, u^{-1}\right]}\right) * \cap R\left[u, u^{-1}\right]$. This shows that every invertible scalar shift operator has an inverse which is continuous in the $\tau^{\infty}$-topology.
(2) $\left.\Sigma=\left(\widehat{R\left[u, u^{-1}\right]}\right)^{*} \cap R\left[u, u^{-1}\right]\right) \cdot S_{b}$.

Proof. (1) $\supseteq$ follows from Propositions 1 and 6. Conversely, let $p \in \widetilde{S}_{b} \cap \Sigma$. It follows again from Propositions 1 and 6 , that $p\left(\sigma, \sigma^{-1}\right)$ is $\tau^{\infty}$-continuous and invertible. Since $R$ with the topology $\tau$ is inverse limit of Artinian discrete rings, it follows that $R$ is strictly linearly compact [10]. Then, also $R^{\mathbb{Z}}$ is strictly linearly compact and, consequently, $p\left(a, o^{-1}\right)$ admits a $\tau^{\infty}$-continuous inverse. This yields $p \in\left(\widehat{R\left[u, u^{1}\right]}\right)^{*} \cap$ $R\left[u, u^{-1}\right]$.
(2) As (2) of Proposition 4.

Remark. It is easy to see that $p=\left\{p_{n}\right\} \in \widehat{R\left[u, u^{-1}\right]}$ is a unit if and only if $p_{1}$ is a unit of $(R / m)\left[u, u^{-1}\right]$. Let $\alpha \in m \backslash\{0\}$. Clearly, $1+\alpha u$ is invertible in $\widehat{R\left[u, u^{-1}\right]}$. From this it follows that, if $R$ is not a field, we always have

$$
\begin{equation*}
R\left[u, u^{-1}\right]^{*} \neq\left(\widehat{R\left[u, u^{-1}\right]}\right)^{*} \cap R\left[u, u^{-1}\right] \tag{35}
\end{equation*}
$$

and, consequently, by virtue of Proposition $7, \Sigma \neq S_{b}$.
Example. Let $R=k[[z]]$, where $k$ is a field. Every $p:=\alpha u^{k}+z q$ with $\alpha \in k^{*}$ and $q \in R\left[u, u^{-1}\right]$ induces an invertible scalar shift operator whose inverse is not continuous if $q$ is not of the type $r u^{k}$ for some $r \in R$.

Completeness turns out to be crucial in Proposition 7. Indced, we now show that there are examples of local rings (which are of course not semisimple), for which

Proposition 4 still holds true. Let $m$ be a maximal ideal of $k\left[z_{1}, \ldots z_{s}\right]$ and consider the localization $R:=k\left[z_{1}, \ldots, z_{s}\right]_{m}$. Denote by $\tilde{m}$ the maximal ideal of $R$. The $\tilde{m}$ completion of $R$ is the ring of formal power series $k\left[\left[z_{1}, \ldots, z_{s}\right]\right]$. Consider now a bijective $R$-morphism

$$
\begin{equation*}
\phi: R^{\mathbb{Z}} \rightarrow R^{\mathbb{Z}} . \tag{36}
\end{equation*}
$$

It extends to an $\hat{R}$-morphism

$$
\begin{equation*}
\hat{\phi}: \hat{R}^{\mathbb{Z}} \rightarrow \hat{R}^{\mathbb{Z}} \tag{37}
\end{equation*}
$$

which is still bijective (this can be proven by standard techniques of inverse limits [2]). By virtue of Proposition 7, there exists $p \in k\left[u, u^{-1}\right]\left[\left[z_{1}, \ldots z_{s}\right]\right]$ such that $\hat{\phi} \circ p\left(\sigma, \sigma^{-1}\right)$ $=I$. Necessarily, $p\left(\sigma, \sigma^{-1}\right) R^{\mathbb{Z}}=R^{\mathbb{Z}}$. Write

$$
\begin{equation*}
p=\sum_{n_{1}, \ldots, n_{s}} r_{n_{1}, \ldots, n_{s}} z_{1}^{n_{1}} \cdots z_{s}^{n_{s}} \tag{38}
\end{equation*}
$$

with $r_{n_{1}, \ldots n_{s}} \in k\left[u, u^{-1}\right]$. If $p \notin R\left[u, u^{-1}\right]$, then the lag of the $r_{n_{1}, \ldots n_{s}}$ 's will not be bounded and thus it would be easy to construct a sequence $x \in k^{\mathbb{Z}}$ such that

$$
\begin{equation*}
\left(p\left(\sigma, \sigma^{-1}\right) x\right)(0)=\sum_{n_{1}, \ldots, n_{s}}\left(p_{n_{1}, \ldots, n_{s}}\left(\sigma, \sigma^{-1}\right) x\right)(0) z_{1}^{n_{1}} \cdots z_{s}^{n_{s}} \tag{39}
\end{equation*}
$$

is not a rational function, in particular it is not in $R^{\mathbb{Z}}$. Thus, $p \in R\left[u, u^{-1}\right]$ which implies that the inverse of $\phi$ is itself a scalar shift operator.

The same result can be proven, repeating the argument word by word, for the ring $k\left\{z_{1}, \ldots, z_{n}\right\}$ for $k=\mathbb{R}, \mathbb{C}$.

### 2.4. The PID case: some extra results

In the case of PID's we have some extra results which turn out to be very useful in the applications.

Lemma 8. Let $R$ be a PID. Consider $p \in R\left[u, u^{-1}\right]$ and write $p=a p^{\prime}$ with $a \in R$ and $p^{\prime} \in R\left[u, u^{-1}\right]$ primitive. Then,

$$
\begin{equation*}
\overline{\operatorname{Im} p\left(\sigma, \sigma^{-1}\right)}=a R^{\mathbb{Z}} . \tag{40}
\end{equation*}
$$

Proof. Write $p^{\prime}=\sum_{i=m}^{n} r_{i}^{\prime} u^{i}$. Fix now $s \in \mathbb{N}$ and consider the $s \times(s+n-m)$ matrix

$$
P=\left[\begin{array}{ccccccc}
r_{m}^{\prime} & r_{m+1}^{\prime} & \cdots & r_{n}^{\prime} & 0 & \cdots & 0  \tag{41}\\
0 & r_{m}^{\prime} & \cdots & r_{n-1}^{\prime} & r_{n}^{\prime} & \cdots & 0 \\
& & \ddots & & & & \\
0 & 0 & \cdots & & & \cdots & r_{n}^{\prime}
\end{array}\right]
$$

It is clear that $\operatorname{Im}\left(P: R^{s+n-m} \rightarrow R^{s}\right)=\left(\operatorname{Im} p^{\prime}\left(\sigma, \sigma^{-1}\right)\right)_{[1, s]}$. Elementary considerations of linear algebra over $R$ show that, since $r_{m}^{\prime}, \ldots, r_{n}^{\prime}$ are coprime, $P$ is surjective and so
we have that $\left(\operatorname{Im} p^{\prime}\left(\sigma, \sigma^{-1}\right)\right)_{\mid[1, s]}=R^{s}$. Hence, $\overline{\operatorname{Im} p^{\prime}\left(\sigma, \sigma^{-1}\right)}=R^{\mathbb{Z}}$ which yields the result.

Proposition 9. Let $R$ be a PID. Consider a polynomial $p \in R\left[u, u^{-1}\right]$. Then, $p\left(\sigma, \sigma^{-1}\right)$ has closed range if and only if $p \in R \cdot \Sigma$

Proof. One way is trivial, while the other is direct consequence of the previous lemma.

Corollary 10. Let $R$ be a PID. Let $m \leq R$ be a maximal ideal and assume that $R$ is complete in the m-adic topology $\tau$. Then,

$$
\begin{equation*}
R\left[u, u^{-1}\right]=R \cdot \Sigma \tag{42}
\end{equation*}
$$

Proof. Let $p \in R\left[u, u^{-1}\right]$. Since $R^{\mathbb{Z}}$ is linearly compact and $p\left(\sigma, \sigma^{-1}\right)$ is $\tau^{\infty}$-continuous, it follows that $p\left(\sigma, \sigma^{-1}\right)$ has a closed range. The result then immediately follows from Proposition 9.

### 2.5. Back to difference equations

We now return to difference equations showing how the results established in this section can be used to solve specific problems.

Let $p \in R\left[u, u^{-1}\right]$ and factor it as $p=p_{1} p_{2}$ with $p_{1} \in \widetilde{S}_{b}$ and $p_{2} \in S_{b}$. It follows from Proposition 1 that

$$
\begin{equation*}
\operatorname{Ker} p\left(\sigma, \sigma^{-1}\right)=\operatorname{Ker} p_{2}\left(\sigma, \sigma^{-1}\right) \tag{43}
\end{equation*}
$$

Hence, the difference equation $p\left(\sigma, \sigma^{-1}\right) x=0$ has non-trivial solutions if and only if $p_{2}$ is not a monomial. This proves that Eqs. (9) and (10) have only the trivial solution, indeed $1-z u$ and $1+u+z u^{2}$ are in $\widetilde{S}_{b}$ relative to the ring $\mathbb{R}[z]\left[u, u^{-1}\right]$. On the other hand, $1+(z-1) u-z u^{2}=(1+z u)(1-u)$ and this explains why instead Eq. (11) has non-trivial solutions. As we mentioned in the Introduction, the equation $p_{2}\left(\sigma, \sigma^{-1}\right) x=0$ is easy to solve and the solutions form a free $R$-module of dimension $n$ if the lag of $p_{2}$ is $n+1$. This ends the discussion on the homogeneous problem.

Consider now the non-homogeneous problem

$$
\begin{equation*}
p\left(\sigma, \sigma^{-1}\right) x=y \tag{44}
\end{equation*}
$$

It can be transformed into the system

$$
\begin{align*}
& p_{1}\left(\sigma, \sigma^{-1}\right) l=y  \tag{45}\\
& p_{2}\left(\sigma, \sigma^{-1}\right) x=l \tag{46}
\end{align*}
$$

As we already mentioned in the Introduction, (46) is easy to solve and there is a useful way to represent its solutions. The difficulty lies in (45). If $R$ is a semisimple ring, it
follows from Proposition 4 that if $p_{1} \notin\left(R\left[u, u^{-1}\right]\right)^{*}$ then, $p_{1}\left(\sigma, \sigma^{-1}\right)$ is not surjective. Hence, in this case (44) will not be solvable for all $y \in R^{\mathbb{Z}}$. The difficulty is that in general it is hard to give useful characterization of the image. If we exclude the simple case when $p_{1} \in R_{0}$, Corollary 5 shows that for semisimple rings $\operatorname{Im} p_{1}\left(\sigma, \sigma^{-1}\right)$ never has finite memory. There is thus no hope to be able to express the image in kernel form. Actually, if $R$ is a semisimple PID, Proposition 9 shows that this image is not cven closed. A typical way to try to handle Eq. (45) is the following: enlarge the ring $R$ into a new ring where the scalar shift operator becomes surjective, solve the equation in the new ring, and then check if the solution is in $R^{\mathbb{Z}}$. The easiest way to do this is to work in the field of fractions of $R$ : the drawback of this approach is however that the scalar shift operator becomes surjective but looses injectivity. The non-homogeneous cquation in the field of fractions thus give an affine subspace of solutions and it may not be very handy to go and check if one of these is indeed in $R^{\mathbb{Z}}$. A technique which turns out to be useful in certain cases is to enlarge the ring by taking the completion with respect to some suitable $m$-adic topology. We now present a series of examples illustrating this technique.

Example 1. Let $R=\mathbb{R}[z]$ and let $p=1-z u \in R[u] . p \in \widetilde{S}_{b}$, hence $p\left(\sigma, \sigma^{-1}\right)=1-z \sigma$ is not surjective and actually, by Proposition 8 the image is dense in $R^{\mathbb{Z}}$. Consider the ( $z$ )-completion $\mathbb{R}[[z]]$. It follows from Proposition 7 and the Example following it, that

$$
\begin{equation*}
p\left(\sigma, \sigma^{-1}\right): \hat{R}^{\mathbb{Z}} \rightarrow \hat{R}^{\mathbb{Z}} \tag{47}
\end{equation*}
$$

is bijective and the inverse is given by

$$
\begin{equation*}
q\left(\sigma, \sigma^{-1}\right)=\sum_{i=0}^{+\infty} z^{i} \sigma^{i} \tag{48}
\end{equation*}
$$

The solution of

$$
\begin{equation*}
p\left(\sigma, \sigma^{-1}\right) x=y \tag{49}
\end{equation*}
$$

in $\hat{R}^{\mathbb{Z}}$ is thus given by

$$
\begin{equation*}
x(t):=\sum_{i=0}^{+\infty} z^{i} y(t+i) \tag{50}
\end{equation*}
$$

This gives a way also to study (49) in $R^{\mathbb{Z}}$ : given $y \in R^{\mathbb{Z}}$, there exists $x \in R^{\mathbb{Z}}$ which solves (49) if and only if

$$
\begin{equation*}
\sum_{i=0}^{+\infty} z^{i} y(t+i) \in \mathbb{R}[z] \quad \forall t \in \mathbb{Z} \tag{51}
\end{equation*}
$$

and if this happens, then the solution is given by (50). Let us work a bit on condition (51). It is actually sufficient that

$$
\begin{equation*}
\sum_{i=0}^{+\infty} z^{i} y(i) \in \mathbb{R}[z] \tag{52}
\end{equation*}
$$

Writing $y(i)=\sum_{j} y_{i, j} z^{j}$, we thus find the equivalent condition

$$
\begin{equation*}
\exists n_{0} \in \mathbb{N} \quad \text { such that } \sum_{\substack{i+j=n \\ i \geq 0}} y_{i, j}=0 \quad \forall n \geq n_{0} \tag{53}
\end{equation*}
$$

Notice in particular that, as it was easy to understand from the structure of $p$ itself, for all $y \in R^{\mathbb{Z}}$ which have right finite support, (49) admits solution in $R^{\mathbb{Z}}$. Moreover, if $y \in \mathbb{R}^{\mathbb{Z}}$, then, it follows from (53) that (49) admits solution in $R^{\mathbb{Z}}$ if and only if $y$ has right finite support. It is easy to check that this is no longer true if $y$ depends on $z$.

Example 2. Let $R=\mathbb{R}[z]$ and let $p=1+z-z u \in R[u]$. As in the above example $p\left(\sigma, \sigma^{-1}\right)$ has dense, not closed image. Passing to the completion and repeating the same arguments as above (on the completion again the scalar shift operator becomes bijective), then we get that the non-homogeneous equation associated with $p$ and $y \in$ $R^{\mathbb{Z}}$ has a solution if and only if

$$
\begin{equation*}
\forall t \in \mathbb{Z} \exists n_{0} \in \mathbb{N} \quad \text { such that } \sum_{i+k=n} \sum_{j=0}^{k}\binom{k}{j} y_{t \mid j, i}=0 \quad \forall n \geq n_{0} \tag{54}
\end{equation*}
$$

and if this happens the unique solution is given by

$$
\begin{equation*}
x(t):=\sum_{k=0}^{+\infty} \sum_{j=0}^{k}(-1)^{k+j}\binom{k}{j} z^{k} y(t+j) \tag{55}
\end{equation*}
$$

The next example shows how things can also go bad.
Example 3. Let $R=\mathbb{R}[z]$ and let $p=1+u+z u^{2} \in R[u]$. Again $p\left(\sigma, \sigma^{-1}\right)$ has dense not closed image. What happens in the completion $\hat{R}=\mathbb{R}[[z]]$ ? Since $p$ is primitive as a polynomial in $\hat{R}\left[u, u^{-1}\right]$, it follows from Corollary 10 that $p\left(\sigma, \sigma^{-1}\right)$ is surjective as an operator on $\hat{R}^{\mathbb{Z}}$; on the other hand, it does not admit an inverse in the ring $\mathbb{R}\left[u, u^{-1}\right][[z]]$, consequently it cannot be injective. This makes this example more difficult than previous ones: we will not get linear conditions as above for the solvability of the non-homogeneous problem in $R^{\mathbb{Z}}$. However, let us make some other considerations. Note first that $p$ is no longer irreducible on $\hat{R}\left[u, u^{-1}\right]$. Indeed, let $\alpha \in$ $\mathbb{R}[[z]]$ such that $(1+z \alpha)^{2}=1-4 z$. Then,

$$
\begin{align*}
p & =z\left(u-\frac{-1-\sqrt{1-4 z}}{2 z}\right)\left(u-\frac{-1+\sqrt{1-4 z}}{2 z}\right) \\
& =\left(z u+\frac{2+z \alpha}{2}\right)\left(u-\frac{\alpha}{2}\right) \tag{56}
\end{align*}
$$

Note that

$$
\begin{equation*}
p_{1}=z u+\frac{2+z \alpha}{2}=1+z\left(u+\frac{\alpha}{2}\right) \tag{57}
\end{equation*}
$$

induces an invertible scalar shift operator. On the other hand, since $\alpha(0) \neq 0$, we have that $u-\alpha / 2$ is bimonic in $\hat{R}\left[u, u^{-1}\right]$ so that the corresponding scalar shift operator is surjective but not injective. The inverse of $p_{1}\left(\sigma, \sigma^{-1}\right)$ in $\mathbb{R}[[z]]^{\mathbb{Z}}$ is given by

$$
\begin{equation*}
p_{1}\left(\sigma, \sigma^{-1}\right)^{-1}=\sum_{k=0}^{+\infty} z^{k}\left(\sigma+\frac{\alpha}{2}\right)^{k} \tag{58}
\end{equation*}
$$

so that the set of all the solutions of $p\left(\sigma, \sigma^{-1}\right) x=y$ in $\mathbb{R}[[z]]^{\mathbb{Z}}$ is given by

$$
\begin{equation*}
x_{\lambda}(t)=\left(\frac{\alpha}{2}\right)^{t} \lambda+\sum_{j=0}^{t-1}\left(\frac{\alpha}{2}\right)^{j}\left(\sum_{k=0}^{+\infty} z^{k}\left(\sigma+\frac{\alpha}{2}\right)^{k} y\right)(t-1-j) \tag{59}
\end{equation*}
$$

as $\lambda$ varies in $\mathbb{R}[[z]]$. This formula is not very appealing and it may be practically impossible to establish if, given $y \in \mathbb{R}[z]^{\mathbb{Z}}$, there exists $\lambda \in \mathbb{R}[[z]]$ such that (59) is a polynomial for all $t \in \mathbb{Z}$. However, it may be possible to establish if there is at least a solution which is analytic in a neighborhood of 0 . Notice first that $\alpha \in \mathbb{R}\{z\}$ so that the decomposition $p=p_{1} p_{2}$ still holds in the smaller ring $\mathbb{R}\{z\}\left[u, u^{-1}\right]$. It is therefore clear that such a solution exists if and only if

$$
\begin{equation*}
\sum_{k=0}^{+\infty} z^{k}\left(\sigma+\frac{\alpha}{2}\right)^{k} y \in \mathbb{R}\{z\}^{\mathbb{Z}} \tag{60}
\end{equation*}
$$

and if this is true then, all the possible analytic solutions are given by (59) as $\lambda$ varies in $\mathbb{R}\{z\}$. While it remains impossible to find necessary and sufficient conditions for (60) to hold true, it is nevertheless possible to find interesting sufficient conditions. Fix first $\delta>0$ such that $\alpha$ is convergent and bounded by 1 in the ball $B(0, \delta)$. Consider then a $y \in \mathbb{R}^{\mathbb{Z}}$. We have

$$
\begin{align*}
\left|\left(\left(\sigma+\frac{\alpha}{2}\right)^{k} y\right)(t)\right| & =\left|\sum_{j=0}^{k}\binom{k}{j}\left(\frac{\alpha}{2}\right)^{j} y(t+k-j)\right|  \tag{61}\\
& \leq \sum_{j=0}^{k}\binom{k}{j}\left(\frac{1}{2}\right)^{j} \sup _{t \leq i \leq t+k}|y(i)|=\sup _{t \leq i \leq t+k}|y(i)|\left(\frac{3}{2}\right)^{k} \tag{62}
\end{align*}
$$

From this it follows that (60) holds if $y \in \mathbb{R}^{\mathbb{Z}}$ has exponential growth for positive times. It also follows that (60) holds if $y \in \mathbb{R}[z]^{\mathbb{Z}}$ has bounded degree and the coefficients have exponential growth for positive times.

The situation of the previous example regarding the local analytic case contains general facts which are worth discussing a bit longer. Lel $k$ be the real or complex field and let $p \in k\left\{z_{1}, \ldots z_{n}\right\}\left[u, u^{-1}\right]$. Assume that $p \in \widetilde{S}_{b}$. A priori $p$ might have
bimonic factors in $k\left[\left[z_{1}, \ldots z_{n}\right]\right]\left[u, u^{-1}\right]$. However, it follows from an easy application of an important result by Artin [1] that this is not the case. $p$ is in $\widetilde{S}_{b}$ also relative to the ring $k\left[\left[z_{1}, \ldots z_{n}\right]\right]\left[u, u^{-1}\right]$. Therefore, $p\left(\sigma, \sigma^{-1}\right)$ remains injective on $k\left[\left[z_{1}, \ldots z_{n}\right]\right]^{\mathbb{Z}}$. This proves the following interesting result.

Proposition 11. Let $R=k\left\{z_{1}, \ldots z_{s}\right\}$ and let $\hat{R}=k\left[\left[z_{1}, \ldots z_{s}\right]\right]$. Consider $p \in k\left\{z_{1}, \ldots\right.$ $\left.z_{s}\right\}\left[u, u^{-1}\right]$. Then,

$$
\begin{equation*}
\overline{\operatorname{Ker} p\left(\sigma, \sigma^{-1}\right)_{\mid R^{z}}}=\operatorname{Ker} p\left(\sigma, \sigma^{-1}\right)_{\mid \hat{R}^{\mathbf{Z}}} \tag{63}
\end{equation*}
$$

where the closure is with respect to the product topology $\tau^{\infty}$.
Going back to the non-homogeneous problem, we thus have that injectivity is in this case never lost when we pass to the completion. In the general case it is however not easy to solve the non-homogeneous problem even on $k\left[\left[z_{1}, \ldots z_{s}\right]\right]^{\mathbb{Z}}$. The case $s=1$ however, because of Proposition 7 and Corollary 10 , is completely solved and this gives a good way also to study the problem on $k\{z\}^{\mathbb{Z}}$ as it was done in Example 3. In particular it can be easily shown that we can always find exponential growth type sufficient conditions.

We now come to other examples.
Example 4. Let $R=\mathbb{Z}$ and let $p=1-2 u \in \mathbb{Z}[u]$. This example resembles Example 1 and indeed it will be handled in a similar way though certain considerable differences will appear in the end. Again $p\left(\sigma, \sigma^{-1}\right)=1-2 \sigma$ has dense, not closed image in $R^{\mathbb{Z}}$. Denote by $\hat{R}$ the ring of 2 -adic numbers namely, the completion of $\mathbb{Z}$ with respect to the maximal ideal (2): elements of $\hat{R}$ can be represented as power series $\sum a_{i} i^{i}$ where $a_{i} \in\{0,1\} . p\left(\sigma, \sigma^{-1}\right)$ is bijective on $\hat{R}^{\mathbb{Z}}$ and the inverse is given by

$$
\begin{equation*}
q\left(\sigma, \sigma^{-1}\right)=\sum_{i=0}^{+\infty} 2^{i} \sigma^{i} \tag{64}
\end{equation*}
$$

Hence, given $y \in \mathbb{Z}^{\mathbb{Z}}$, there exists $x \in \mathbb{Z}^{\mathbb{Z}}$ such that

$$
\begin{equation*}
p\left(\sigma, \sigma^{-1}\right) x=y \tag{65}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
x(t):=\sum_{i=0}^{+\infty} 2^{i} y(t+i) \in \mathbb{Z} \quad \forall t \in \mathbb{Z} \tag{66}
\end{equation*}
$$

Apart from Example 1 we cannot find any simple condition similar to (53): the difficulty lies in the fact that integers inside the 2 -adic complement do not simply correspond to 'polynomials in 2' (for instance we have that $-1=\sum 2^{i}$ ).

Example 5. Let $R=\mathbb{R}\left[z_{1}, z_{2}\right]$ and consider $p=z_{1}-z_{2} u . p\left(\sigma, \sigma^{-1}\right)$ is injective. We cannot say very much about the image except that it does not have finite memory by

Corollary 5. In the completion $\mathbb{R}\left[\left[z_{1}, z_{2}\right]\right], p\left(\sigma, \sigma^{-1}\right)$ is still injective but, however, not surjective: otherwise $p$ would be invertible in $\mathbb{R}\left[u, u^{-1}\right]\left[\left[z_{1}, z_{2}\right]\right]$ while it is not. However, it becomes bijective if we invert $z_{1}$, namely if we work in the ring $\mathbb{R}\left[\left[z_{1}, z_{2}\right]\right]\left[z_{1}^{-1}\right]$. The inverse is given by

$$
\begin{equation*}
q\left(\sigma, \sigma^{-1}\right):=z_{1}^{-1} \sum_{k=0}^{+\infty}(-1)^{k} z_{1}^{-k} z_{2}^{k} \sigma^{k} \tag{67}
\end{equation*}
$$

By repeating the arguments of Example 1, we can easily prove that given a $y \in R^{\mathbb{Z}}$, there exists $x \in R^{\mathbb{Z}}$ such that $p\left(\sigma, \sigma^{-1}\right) x=y$ if and only if

$$
\begin{equation*}
\forall t \in \mathbb{Z} \quad \sum_{l+j=n} y_{t+j, l}\left(z_{1}\right) z_{1}^{-j} \in \mathbb{R}\left[z_{1}\right] \quad \forall n \in \mathbb{N}, \tag{68}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\forall t \in \mathbb{Z} \quad \exists n_{0} \in \mathbb{N} \quad \sum_{l+j=n} y_{t+j, l}\left(z_{1}\right) z_{1}^{-j}=0 \quad \forall n \geq n_{0} \tag{69}
\end{equation*}
$$

where $y(t)=\sum_{l} y_{t, l}\left(z_{1}\right) z_{2}^{l}$ with $y_{t, l} \in \mathbb{R}\left[z_{1}\right]$.

## 3. Matrix shift operators

### 3.1. Polynomial matrices

Let $A$ be a factorial domain. The rank of $M \in A^{l \times q}$ is defined as the usual rank with respect to the field of fractions of $A . M \in A^{l \times q}$ is said to be full column (resp. row) rank if its rank is equal to $q$ (resp. $l$ ).

Let $S \subseteq A$ be a multiplicatively closed subset. $M \in A^{l \times q}$ is said to be right $S$-factor prime if it has full column rank and if $M=M^{\prime} F$ with $M^{\prime} \in A^{l \times q}$ and $F \in A^{q \times q}$ yields $\operatorname{det} F \in S$. A matrix $M$ is said to be left $S$-factor prime, if $M^{\mathrm{T}}$ is right $S$-factor prime.

The following was essentially proved in [7,9]. In the present form it can be found in [5].

Theorem 12. Let $R$ be a UFD. Let $S \subseteq R\left[u, u^{-1}\right]$ be a saturated multiplicatively closed set. Let $M \in R\left[u, u^{-1}\right]^{l \times q}$ be full column rank. Consider the following facts:
(1) $M$ is right $S$-factor prime.
(2) Every common factor of $q \times q$ minors of $M$ is in $S$.
(3) There exists $N \in R\left[u, u^{-1}\right]^{q \times l}$ and $a \in S$ such that

$$
\begin{equation*}
N M=a I . \tag{70}
\end{equation*}
$$

Then, (1) $\Leftarrow(2) \Leftarrow$ (3) If $S^{-1} R\left[u, u^{-1}\right]$ is a PID, then $(1) \Leftarrow(2) \Leftrightarrow(3)$. If, moreover, $R$ is a PID, then all the previous conditions are equivalent.

The following is in [9].
Lemma 13. Let $R$ be a PID. Let $A \in R\left[u, u^{-1}\right]^{l \times l}$ with $\operatorname{det} A=f_{1} f_{2}$ where $f_{1}, f_{2} \in$ $R\left[u, u^{-1}\right] \backslash\{0\}$. Then, there exist $F_{i} \in R\left[u, u^{-1}\right]^{l \times l}$ with $\operatorname{det} F_{i}=f_{i}$ for $i=1,2$ such that

$$
\begin{equation*}
A=F_{1} F_{2} \tag{71}
\end{equation*}
$$

We have another useful factorization result.
Lemma 14. Let $R$ be a PID. Let $M \in R\left[u, u^{-1}\right]^{l \times q}$ be a matrix of rank $r$. Then, there exist matrices $M_{1} \in R\left[u, u^{-1}\right]^{l \times r}$ and $M_{2} \in R\left[u, u^{-1}\right]^{r \times q}$ such that $M=M_{1} M_{2}$. Moreover, if $S \subseteq R\left[u, u^{-1}\right]$ is any saturated multiplicatively closed subset, then $M_{1}$ can be chosen to be right $S$-factor prime and $M_{2}$ left $\widetilde{S}$-factor prime.

Proof. With standard techniques on the ring $F\left[u, u^{-1}\right]$, where $F$ is the field of fractions of $R$, we obtain matrices $N_{1} \in R\left[u, u^{-1}\right]^{l \times r}$ and $N_{2} \in R\left[u, u^{-1}\right]^{r \times q}$, and $a \in R_{0}$ such that $a M=N_{1} N_{2}$. Factor now $N_{2}=N_{2}^{\prime} M_{2}$ with $N_{2}^{\prime} \in R\left[u, u^{-1}\right]^{r \times r}$ and $\operatorname{det} N_{2}^{\prime} \in R_{0}$, and with $M_{2} \in R\left[u, u^{-1}\right]^{r \times q}$ left $\widetilde{R}_{0}$-factor prime. It is now easy to show that there exists $M_{1} \in R\left[u, u^{-1}\right]^{l \times r}$ such that $M=M_{1} M_{2}$ (see [9]). The last part is now a consequence of Lemma 13.

### 3.2. Matrix shift operators

Theorem 15. Let $R$ be a UFD. Let $M \in R\left[u, u^{-1}\right]^{l \times q}$. Consider the following facts:
(1) $M\left(\sigma, \sigma^{-1}\right)$ is injective.
(2) There exist $X \in R\left[u, u^{-1}\right]^{q \times l}$ and $a \in \widetilde{S}_{b}$ such that

$$
\begin{equation*}
X M=a I . \tag{72}
\end{equation*}
$$

(3) $M$ is right $\tilde{S}_{b}$-factor prime.

Then, $(1) \Leftrightarrow(2) \Rightarrow(3)$. Moreover, if $R$ is a PID we also have $(2) \Leftarrow(3)$.
Proof. (2) $\Rightarrow$ (3) is trivial and $(2) \Rightarrow(1)$ is a consequence of Proposition 1.
$(1) \Rightarrow(2) M$ is full column rank because otherwise it would be possible to find a nonzero sequence with finite support in the kernel of $M\left(\sigma, \sigma^{-1}\right)$. By standard diagonalization techniques, there exist $U \in R\left[u, u^{-1}\right]^{l \times l}, V, \Lambda \in R\left[u, u^{-1}\right]^{q \times q}$ with $\operatorname{det} U, \operatorname{det} V \in R_{0}$ and $\Lambda$ diagonal, and $r \in R_{0}$ such that

$$
r M=U\left[\begin{array}{c}
\Lambda  \tag{73}\\
0
\end{array}\right] V .
$$

Clearly, $\Lambda\left(\sigma, \sigma^{-1}\right)$ is injective and this yields $\operatorname{det} \Lambda \in \widetilde{S}_{b}$ by Proposition 1. Write

$$
\operatorname{Adj}(U)=\left[\begin{array}{l}
U_{1}  \tag{74}\\
U_{2}
\end{array}\right]
$$

with $U_{1}$ in $R\left[u, u^{-1}\right]^{q \times l}$. We thus obtain from (73)

$$
\begin{equation*}
r U_{1} M=(\operatorname{det} U) \Lambda V \tag{75}
\end{equation*}
$$

Hence, if $Z=\operatorname{Adj}(\Lambda V)$, we have

$$
\begin{equation*}
r Z U_{1} M=(\operatorname{det} U \operatorname{det} \Lambda \operatorname{det} V) I \tag{76}
\end{equation*}
$$

Hence (2) is proven with $X=r Z U_{1}$ and $a=\operatorname{det} U \operatorname{det} \Lambda \operatorname{det} V$.
If $R$ is a PID, $(2) \Leftarrow(3)$ follows from Theorem 12 .
For the rest of this subsection we will assume that $R$ is a PID. Before analyzing the class of surjective matrix shift operators, we need some preliminary definitions and results. Consider $R_{b}:=S_{b}^{-1} R\left[u, u^{-1}\right]$. It follows from the arguments in [8] (Chapter IV), that if $R$ is a PID, also $R_{b}$ is a PID. For the sake of completeness we here give a completely elementary proof of this fact. Let $\mathscr{I}$ be any ideal in $R\left[u, u^{-1}\right]$ such that $\mathscr{I} \cap R \neq\{0\}$. For all $n \in \mathbb{N}$, define the following ideals of $R$

$$
\begin{equation*}
J_{n}:=\left\{a \in R: \exists p \in R[u] \operatorname{deg} p<n \text { with } a u^{n}+p \in \mathscr{I}\right\} . \tag{77}
\end{equation*}
$$

Let $a_{n} \in R$ be such that $J_{n}-\left(a_{n}\right)$. Clearly, $a_{n} \mid a_{n-1}$. Let $q_{n} \in \mathscr{I}$ be such that

$$
\begin{equation*}
q_{n}=a_{n} u^{n}+\tilde{q}_{n} \tag{78}
\end{equation*}
$$

where $\tilde{q}_{n} \in R[u]$ and $\operatorname{deg} \tilde{q}_{n}<n$.
Lemma 16. Let $\mathscr{I}$ be any ideal in $R\left[u, u^{-1}\right]$ such that $\mathscr{I} \cap R \neq\{0\}$. Let $a_{n} \in R$ and $q_{n} \in R[u]$ be defined as above. Then $a_{n} \mid q_{n}$ for all $n$.

Proof. The result is obvious for $n=0$. Assume it is true for $n \leq k-1$ and prove it for $n=k$. By contradiction assume that $a_{k}\left\langle q q_{k}\right.$ and let $m<k$ such that there exist $f, g \in R[u]$ such that

$$
\begin{equation*}
q_{k}=a_{k} f+g \tag{79}
\end{equation*}
$$

and such that $\operatorname{deg} g=m$ and $a_{k}$ does not divide the leading coefficient $c$ of $g$. Consider now $q_{m}=a_{m}\left(u^{m}+\bar{q}_{m}\right)$, where $\bar{q}_{m} \in R[u]$ with $\operatorname{deg} \bar{q}_{m}<m$. We know that $a_{m}=b a_{k}$ for some $b \in R \backslash\{0\}$. Let $d, e \in R[u]$ with $\operatorname{deg} e<m$ such that

$$
\begin{equation*}
e:=f-d\left(u^{m}+\bar{q}_{m}\right) \tag{80}
\end{equation*}
$$

Consider

$$
\begin{align*}
b q_{k}-d q_{m} & =b a_{k} f+b g-d a_{m}\left(u^{m}+\bar{q}_{m}\right) \\
& =a_{m}\left(f-d\left(u^{m}+\bar{q}_{m}\right)\right)+b g \\
& =a_{m} e+b g \in \mathscr{I} . \tag{81}
\end{align*}
$$

Notice that the leading coefficient of $b q_{k}-d q_{m}$ equals the leading coefficient $b c$ of $b g$ and that $\operatorname{deg} g=m$. Hence

$$
\begin{equation*}
b c=a a_{m}=a b a_{k} \tag{82}
\end{equation*}
$$

and so $c=a a_{k}$ which is a contradiction.
Proposition 17. If $R$ is a PID, then the ring $R_{b}:=S_{b}^{-1} R\left[u, u^{-1}\right]$ is also a PID.
Proof. Let $I$ be an ideal of $R_{b}$ and let $e_{1}, \ldots, e_{k} \in R\left[u, u^{-1}\right]$ be a set of generators for $I$ (as an ideal of $R_{b}$ ). Let $e \in R\left[u, u^{-1}\right\rfloor$ be the greatest common divisor (in $R\left[u, u^{-1} \mathrm{~J}\right.$ ) of $e_{1}, \ldots, e_{k}$. Set $f_{i}=e^{-1} e_{i}$. Denote by $\mathscr{I}$ the ideal in $R\left[u, u^{-1}\right]$ generated by $f_{1}, \ldots, f_{k}$. It is now sufficient to prove that $. \mathscr{\square} \cap S_{b} \neq \emptyset$. Notice that, by construction, $\mathscr{\square} \cap R \neq\{0\}$. Define the sequences $a_{n}$ and $q_{n}$ as in Lemma 16 and let $a \in R$ be the greatest common divisor of the $a_{n}$ in $R$. It is clear that we can express any $p \in \mathscr{I}$ as follows:

$$
\begin{equation*}
p=u^{-l} \sum_{n=0}^{s} \alpha_{n} q_{n} \tag{83}
\end{equation*}
$$

where $\alpha_{n} \in R$ and $l$ is a suitable non-negative integer. Since $a$ divides each $q_{n}$, then it divides also $p$. We can argue that $a$ divides $f_{1}, \ldots, f_{k}$ and since they are coprime, then $a$ must be an invertible element in $R$. Hence $a_{n}$ is invertible for some $n$ and, consequently, the corresponding $q_{n}$ is a monic polynomial. In a similar way we can show that there exists a polynomial in $\mathscr{I} \cap R\left[u^{-1}\right]$ whose lowest degree term has invertible coefficient. This easily implies the existence of a bimonic polynomial in $\mathscr{I}$. This completes the proof.

We are now in position to give the characterization of the class of surjective matrix shift operators.

Theorem 18. Let $R$ be a PID and let $M \in R\left[u, u^{-1}\right]^{l \times q}$. Then the following are equivalent:
(1) $M\left(\sigma, \sigma^{-1}\right)$ is surjective.
(2) There exists $X \in R\left[u, u^{-1}\right]^{q \times I}$ such that

$$
\begin{equation*}
M X=a I, \tag{84}
\end{equation*}
$$

where $a \in \Sigma$.
(3) $M$ is left $\Sigma$-factor prime.

Proof. Since $S_{b} \subseteq \Sigma$, it follows from Proposition 17 that $\Sigma^{-1} R\left[u, u^{-1}\right]$ is a PID. Therefore, (3) $\Rightarrow$ (2) follows from Theorem 12 applied to $M^{\mathrm{T}}$.
$(2) \Rightarrow(1)$ is trivial.
(1) $\Rightarrow$ (3) It is immediate to check that $M$ must be full row rank. Suppose $M=\Lambda M^{\prime}$ with $\Lambda \in R\left[u, u^{-1}\right]^{l \times l}$ and $M^{\prime} \in R\left[u, u^{-1}\right]^{l \times q}$. Passing through the Smith form of $\Lambda$ in the PID $\Sigma^{-1} R\left[u, u^{-1}\right]$, we find $U, V \in R\left[u, u^{-1}\right]^{l \times l}$ with $\operatorname{det} U, \operatorname{det} V \in \Sigma$ such that
$D:=U \Lambda V$ is a diagonal matrix. Clearly, $D\left(\sigma, \sigma^{-1}\right)$ is a surjective shift operator and, thercfore, $\operatorname{det} D \in \Sigma$. This yiclds $\operatorname{det} \Lambda \in \Sigma$ and this completes the proof. $\square$

Theorem 19. Let $R$ be a PID and let $M \in R\left[u, u^{-1}\right]^{l \times q}$. Then the following facts are equivalent:
(1) $M\left(\sigma, \sigma^{-1}\right)$ is an open surjection.
(2) There exists $X \in R\left[u, u^{-1}\right]^{q \times l}$ such that

$$
\begin{equation*}
M X=a I \tag{85}
\end{equation*}
$$

where $a \in S_{b}$.
(3) $M$ is left $S_{b}$-factor prime.

Proof. Since $S_{b}^{-1} R\left[u, u^{-1}\right]$ is a PID, (3) $\Rightarrow$ (2) follows from Theorem 12 applied to $M^{\mathrm{T}}$.
(2) $\Rightarrow$ (1) Let $w_{n} \in\left(R^{l}\right)^{\mathbb{Z}}$ converging to zero. Then, there exists, $v_{n} \in\left(R^{l}\right)^{\mathbb{Z}}$ converging to zero such that $a\left(\sigma, \sigma^{-1}\right) v_{n}=w_{n}$. Put $u_{n}:=X\left(\sigma, \sigma^{-1}\right) v_{n}$. Then $u_{n} \rightarrow 0$ and $M\left(\sigma, \sigma^{-1}\right) u_{n}=w_{n}$. This yields (1).
(1) $\Rightarrow$ (3) Write $M=M_{1} M_{2}$ with $M_{1}$ right $\widetilde{S}_{b}$-factor prime and $M_{2}$ left $S_{b}$-factor prime. We have that $M_{1}\left(\sigma, \sigma^{-1}\right)$ is open. Using the same arguments of the proof of Proposition 2, we obtain that $M_{1}$ must be square and invertible.

Finally we want to study closed range shift operators. We first need a lemma.
Lemma 20. Let $R$ be a PID and let $M \in R\left[u, u^{-1}\right]^{l \times q}$ be such that $M\left(\sigma, \sigma^{-1}\right)$ has closed range. Let $K \subseteq\left(R^{q}\right)^{\mathbb{Z}}$ be a closed $R$-submodule such that

$$
\begin{equation*}
\left(a R^{q}\right)^{\mathbb{Z}} \subseteq K \subseteq\left(R^{q}\right)^{\mathbb{Z}} \tag{86}
\end{equation*}
$$

for some $a \in R_{0}$. Then $M\left(\sigma, \sigma^{-1}\right)(K)$ is closed.
Proof. $M\left(\sigma, \sigma^{-1}\right)$ induces a surjection

$$
\begin{equation*}
\phi:\left((R / a R)^{q}\right)^{\mathbb{Z}} \rightarrow \operatorname{Im} M\left(\sigma, \sigma^{-1}\right) / a\left(\operatorname{Im} M\left(\sigma, \sigma^{-1}\right)\right) \tag{87}
\end{equation*}
$$

Clearly, $K /\left(a R^{q}\right)^{\mathbb{Z}}$ is closed inside $\left((R / a R)^{q}\right)^{\mathbb{Z}}$, and since this last one is linearly compact [15], we have that $M\left(\sigma, \sigma^{-1}\right)(K) / a\left(\operatorname{Im} M\left(\sigma, \sigma^{-1}\right)\right)=\phi\left(K /\left(a R^{q}\right)^{\mathbb{Z}}\right)$ is closed inside $\operatorname{Im} M\left(\sigma, \sigma^{-1}\right) / a\left(\operatorname{Im} M\left(\sigma, \sigma^{-1}\right)\right)$. This implies that $M\left(\sigma, \sigma^{-1}\right)(K)$ is closed in $\left(R^{l}\right)^{\mathbb{Z}}$.

We are now ready to characterize closed range shift operators. First, we introduce another notion of primeness which is a generalization of previous ones. Let $S \subseteq R_{0}$ be a multiplicatively closed set and let $M \in R\left[u, u^{-1}\right\rceil^{l \times q}$ be a matrix of rank $r$. $M$ is said to be $S$-factor prime if given any factorization of type $M=M_{1} \Lambda M_{2}$, where $M_{1} \in R\left[u, u^{-1}\right]^{l \times r}, \Lambda \in R\left[u, u^{-1}\right]^{r \times r}$, and $M_{2} \in R\left[u, u^{-1}\right]^{r \times q}$, we have that $\operatorname{det} \Lambda \in S$. It is easy to see that if $r=l$ (resp. $r=q$ ), then $M$ is $S$-factor prime if and only if it is left (resp. right) $S$-factor prime.

Theorem 21. Let $R$ be a PID and let $M$ be a rank $r>0$ matrix in $R\left[u, u^{-1}\right]^{l \times q}$. Then the following are equivalent:
(1) $M\left(\sigma, \sigma^{-1}\right)$ has a closed range.
(2) There exist matrices $X \in R\left[u, u^{-1}\right]^{r \times l}, Y \in R\left[u, u^{-1}\right]^{q \times r}$ such that

$$
\begin{equation*}
X M Y=a I \tag{88}
\end{equation*}
$$

where $a \in R_{0} \Sigma$.
(3) $M$ is $R_{0} \Sigma$-factor prime.

Proof. (1) $\Rightarrow$ (3) Passing through the Smith form of $M$ in the PID $F\left[u, u^{-1}\right]$, where $F$ is the field of fractions of $R$, we obtain that there exist matrices $U \in R\left[u, u^{-1}\right]^{l \times l}$, $V \in R\left[u, u^{-1}\right]^{q \times q}$ with $a=\operatorname{det} U, b=\operatorname{det} V \in R_{0}$ and a diagonal non-singular $D \in$ $R\left[u, u^{-1}\right]^{r \times r}$ such that

$$
U M V=\left[\begin{array}{ll}
D & 0  \tag{89}\\
0 & 0
\end{array}\right]
$$

Notice that $\operatorname{Im} V\left(\sigma, \sigma^{-1}\right)$ is closed and

$$
\begin{equation*}
b\left(R^{q}\right)^{\mathbb{Z}} \subseteq \operatorname{lm} V\left(\sigma, \sigma^{-1}\right) \subseteq\left(R^{q}\right)^{\mathbb{Z}} \tag{90}
\end{equation*}
$$

Hence by Lemma $20, \operatorname{Im}(M V)\left(\sigma, \sigma^{-1}\right)$ is also closed. Since $U\left(\sigma, \sigma^{-1}\right)$ is invertible on its image, it follows that $\operatorname{Im} D\left(\sigma, \sigma^{-1}\right)$ is closed. By Proposition 9, this implies that $\operatorname{det} D \in R_{0} \Sigma$. In particular, we have that $U M V$ is $R_{0} \Sigma$ factor prime and this immediately yiclds that $M$ is also $R_{0} \Sigma$ factor prime.
(3) $\Rightarrow$ (2) Write $M=M_{1} M_{2}$ as in Lemma 14. It is clear that $M_{1}$ is right $R_{0} \Sigma$-factor prime and $M_{2}$ is left $R_{0} \Sigma$-factor prime. The result then follows from Theorem 12.
$(2) \Rightarrow(1)$ Consider the factorization $M=M_{1} M_{2}$ as in Lemma 14. Since we have $X M_{1} M_{2} Y=a I$, it follows that $\operatorname{det}\left(X M_{1}\right), \operatorname{det}\left(M_{2} Y\right) \in R_{0} \Sigma$. It easily follows from Theorem 12 that by a suitable choice of the factorization we can assume that $M_{1}$ is right $R_{0}$-factor prime and $M_{2}$ is left $\Sigma$-factor prime. By Theorem $18, \operatorname{Im} M\left(\sigma, \sigma^{-1}\right)=$ $\operatorname{Im} M_{1}\left(\sigma, \sigma^{-1}\right)$. Since, by Theorem $12, M_{1}\left(\sigma, \sigma^{-1}\right)$ admits a continuous inverse on its image, the result now follows.

### 3.3. Systems of difference equations

Consider first the homogeneous equation

$$
\begin{equation*}
M\left(\sigma, \sigma^{-1}\right) v=\mathbf{0} \tag{91}
\end{equation*}
$$

where $M \in R^{l \times q}\left[u, u^{-1}\right]$. We would like to note first of all that Theorem 15 furnishes a way to establish for any Noetherian factorial domain if, given a matrix $M$, Ker $M\left(\sigma, \sigma^{-1}\right)$ is empty or not: indeed condition (1) of Theorem 15 is equivalent, by Theorem 12, to the more concrete condition that the common factors of the principal
minors of the matrix $M$ must be in $\widetilde{S}_{b}$. If $R$ is a PID it is possible to say much more about $\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$.

Assume that $M$ has rank $r$. Using Lemma 14 we can factor $M=M_{1} M_{2}$ where $M_{1} \in R^{l \times r}\left[u, u^{-1}\right]$ is right $\widetilde{S}_{b}$-factor prime and $M_{2} \in R^{r \times q}\left[u, u^{-1}\right]$ is left $S_{b}$-factor prime. By virtue of Theorem 15, we have that

$$
\begin{equation*}
\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)=\operatorname{Ker} M_{2}\left(\sigma, \sigma^{-1}\right) \tag{92}
\end{equation*}
$$

In studying (91) we can therefore assume that $M$ is left $S_{b}$-factor prime. Under this condition it can be determined a characterization of the class of kernels that are controllable and so that admit an image representation.

Theorem 22. Let $R$ be a PID and let $M \in R^{l \times q}\left[u, u^{-1}\right]$ be left $S_{b}$-factor prime. Then, the following are equivalent:
(1) $\mathscr{B}:=\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$ is controllable.
(2) There exists $X \in R^{q \times l}\left[u, u^{-1}\right]$ such that

$$
\begin{equation*}
M X=I . \tag{93}
\end{equation*}
$$

(3) The ideal generated by the $l \times l$ minors of $M$ coincides with $R\left[u, u^{-1}\right]$.

Proof. (2) $\Rightarrow$ (1) It is easy to verify that

$$
\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)=\operatorname{Im}(I-X M)\left(\sigma, \sigma^{-1}\right)
$$

and this implies that $\mathscr{B}$ is controllable.
(3) $\Rightarrow$ (2) Let $m_{1}, m_{2}, \ldots, m_{s}$ be the $l \times l$ minors of $M$. There exist $h_{1}, h_{2}, \ldots, h_{s} \in$ $R\left[u, u^{-1}\right]$ such that

$$
\begin{equation*}
\sum_{i=1}^{s} h_{i} m_{i}=1 \tag{94}
\end{equation*}
$$

Suppose that $S_{i}$ is the selection matrix (i.e. a matrix in $R^{q \times I}$ with only zeros and ones), such that $m_{i}=\operatorname{det}\left(M S_{i}\right)$. Then

$$
\begin{equation*}
I=\sum_{i=1}^{s} h_{i} m_{i} I=\sum_{i=1}^{s} h_{i}\left(\operatorname{det} M S_{i}\right) I=M\left(\sum_{i=1}^{s} h_{i} S_{i} \operatorname{Adj}\left(M S_{i}\right)\right) \tag{95}
\end{equation*}
$$

(1) $\Rightarrow$ (3) First we want to show that $M$ is left $\left(R\left[u, u^{-1}\right]\right)^{*}$-factor prime. Factor $M=F N$ with $F \in R^{l \times l}\left[u, u^{-1}\right]$ with $\operatorname{det} F \in S_{b}$ and $N \in R^{l \times q}\left[u, u^{-1}\right]$ left $\left(R\left[u, u^{-1}\right]\right)^{*}$ factor prime. Since $\mathscr{B}$ is controllable, then there exists a polynomial matrix $P$ such that $\mathscr{B}=\operatorname{Im} P\left(\sigma, \sigma^{-1}\right)$. Notice that $M P=0$ and so also $N P=0$ holds true. From these facts it is easy to verify that

$$
\begin{equation*}
\operatorname{Ker} N\left(\sigma, \sigma^{-1}\right)=\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right) . \tag{96}
\end{equation*}
$$

Let $X \in R^{q \times i}\left[u, u^{-1}\right]$ be such that $N X=a I$ for some $a \in R_{0}$. Then, if $w \in$ $\operatorname{Ker} F\left(\sigma, \sigma^{-1}\right)$ we have that

$$
0=a F\left(\sigma, \sigma^{-1}\right) w=(F N X)\left(\sigma, \sigma^{-1}\right) w=(M X)\left(\sigma, \sigma^{-1}\right) w .
$$

By (96), we also have

$$
a w=(N X)\left(\sigma, \sigma^{-1}\right) w=0
$$

that implies that $w=0$. This means that $F\left(\sigma, \sigma^{-1}\right)$ is injective. By Theorem $15, F$ is invertible and so $M$ is left $\left(R\left[u, u^{-1}\right]\right)^{*}$-factor prime.

Let $m$ be a maximal ideal in $R$. Consider the residue field $k:=R / m$. Let $\bar{M}$ be the quotient projection of $M$ over $k^{l \times q}\left[u, u^{-1}\right]$ and let $\overline{\mathscr{B}}:=\operatorname{Ker} \bar{M}\left(\sigma, \sigma^{-1}\right) \subseteq\left(k^{q}\right)^{\mathbb{Z}}$. It can easily be proved that since $M\left(\sigma, \sigma^{-1}\right)$ is surjective, then $\bar{M}\left(\sigma, \sigma^{-1}\right)$ is surjective. We want to show that $\overline{\mathscr{B}}$ is controllable. This follows easily from the fact that any $\bar{w} \in \overline{\mathscr{B}}$ admits a representative in $\mathscr{B}$. Actually, if $\bar{w} \in \operatorname{Ker} \bar{M}\left(\sigma, \sigma^{-1}\right)$ and $w$ is a representative of $\bar{w}$, then $M\left(\sigma, \sigma^{-1}\right) w=k v$ and, since $M\left(\sigma, \sigma^{-1}\right)$ is surjective, there exists $u$ such that $v=M\left(\sigma, \sigma^{-1}\right) u$. This implies that $M\left(\sigma, \sigma^{-1}\right)(w-k u)=0$ and so $w-k u$ is a representative of $\bar{w}$ that is in $\mathscr{B}$.

Let $J$ be the ideal generated by the $l \times l$ minors of $M$. Since $M$ is left $\left(R\left[u, u^{-1}\right]\right)^{*}$ factor prime, then there exists $a \in R_{0}$ such that $a \in J$. Let $k$ be a prime in $R$ such that $a=a^{\prime} k$. From the previous considerations we can argue that the projection of $J$ on $R /(k)\left[u, u^{-1}\right]$, that coincides with the ideal generated by the $l \times l$ minors of $\bar{M}$, cover all $R /(k)\left[u, u^{-1}\right]$, and so there exists $p \in R\left[u, u^{-1}\right]$ such that $1+k p \in J$. This implies that

$$
a^{\prime}=a^{\prime}(1+k p)-a p \in J .
$$

A simple induction argument then shows that $1 \in J$.

Remark. In applying Theorem 22 it is necessary to be able to determine if an ideal generated by a finite family of polynomials contains 1 . Note first that, given an ideal $I$ in $R\left[u, u^{-1}\right]$ generated by $g_{1}, \ldots, g_{n}$, then $I \cap R \neq\{0\}$ if and only if $g_{1}, \ldots, g_{n}$ are coprime as polynomials in $F\left[u, u^{-1}\right]$, where $F$ is the field of fractions of $R$. Therefore the condition $I \cap R \neq\{0\}$ can be verified by using the Euclidean algorithm in the Euclidean domain $F\left[u, u^{-1}\right]$.

Suppose now that we have found that $a \in R_{0}$ is in $I$ and let

$$
M=\{m \in \max (R): a \in m\}
$$

Again by Euclidean algorithm in $R / m\left[u, u^{-1}\right]$ it is possible to verify if the ideal in $R / m\left[u, u^{-1}\right]$ generated by $g_{1}+m\left[u, u^{-1}\right], \ldots, g_{n}+m\left[u, u^{-1}\right]$ coincides with $R / m\left[u, u^{-1}\right]$. This is the case if and only if $I=R\left[u, u^{-1}\right]$. It is easy to see that since $R$ is a principal
ideal domain, the set $M$ is finite. Therefore the check of the equality $I=R\left[u, u^{-1}\right]$ requires a finite number of applications of the Euclidean algorithm.

Note that the previous theorem provides a technique for obtaining an image representation of $\mathscr{B}\left(\mathscr{B}=\operatorname{Im}(I-X M)\left(\sigma, \sigma^{-1}\right)\right)$. This image representation however provides a non-injective parametrization. This drawback can be overcome in the following way. The fact that there exists $X$ such that $M X=I$ implies that there exists $M^{\prime} \in$ $R^{(q-l) \times q}\left[u, u^{-1}\right]$ be such that

$$
\left[\begin{array}{c}
M  \tag{97}\\
M^{\prime}
\end{array}\right]
$$

is invertible. Let $X \in R^{q \times l}\left[u, u^{-1}\right], X^{\prime} \in R^{q \times(q-l)}\left[u, u^{-1}\right]$ be such that $\left[X X^{\prime}\right]$ is its inverse. It is easy to verify that

$$
\begin{equation*}
\mathscr{B}=\operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right) \tag{98}
\end{equation*}
$$

and that $X^{\prime}\left(\sigma, \sigma^{-1}\right)$ is injective.
As we have seen, when $\mathscr{B}=\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$ is controllable, then the parametrization of the solutions of the homogeneous difference equation (91) is particularly simple.

In general, given $\mathscr{B}=\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$, there exists the largest controllable closed $R$-shift inside $\mathscr{B}$ denoted by $\mathscr{B}_{c}$, that can be seen to have finite memory [14]. In our case there is a concrete way to characterize $\mathscr{B}_{c}$. Factor $M=F N$ with $F \in R^{l \times l}\left[u, u^{-1}\right]$ with $\operatorname{det} F \in S_{b}$ and $N \in R^{l \times q}\left[u, u^{-1}\right]$ left $\left(R\left[u, u^{-1}\right]\right)^{*}$-factor primc. Therc exists $N^{\prime} \in R^{(q-l) \times q}\left[u, u^{-1}\right]$ such that

$$
\operatorname{det}\left[\begin{array}{c}
N  \tag{99}\\
N^{\prime}
\end{array}\right] \in R_{0}\left(R\left[u, u^{-1}\right]\right)^{*}
$$

Let $X \in R^{q \times l}\left[u, u^{-1}\right], X^{\prime} \in R^{q \times(q-l)}\left[u, u^{-1}\right]$ such that

$$
\left[\begin{array}{lll}
X & X^{\prime}
\end{array}\right]\left[\begin{array}{c}
N  \tag{100}\\
N^{\prime}
\end{array}\right]=\left[\begin{array}{c}
N \\
N^{\prime}
\end{array}\right]\left[\begin{array}{ll}
X & X^{\prime}
\end{array}\right]=r I_{q}
$$

where $r \in R_{0}$. Finally, factor $X^{\prime}=P F^{\prime}$ with $P \in R^{q \times(q-l)}\left[u, u^{-1}\right]$ primitive (i.e. right $\widetilde{R}_{0}$-factor prime) and $F^{\prime} \in R^{(q-l) \times(q-l)}\left[u, u^{-1}\right]$ with $\operatorname{det} F^{\prime} \in R_{0}$. We have the following:

Proposition 23.

$$
\begin{equation*}
\mathscr{B}_{c}=\operatorname{Im} P\left(\sigma, \sigma^{-1}\right) . \tag{101}
\end{equation*}
$$

Proof. ' $\supseteq$ ': Since $0=M X^{\prime}=M P F^{\prime}$, it follows that $M P=0$. This proves the inclusion.
' $\subseteq$ : By definition of $\mathscr{B}_{c}$ it is enough to show that if $P^{\prime} \in R^{q \times s}\left[u, u^{-1}\right]$ is such that $\operatorname{Im} P^{\prime}\left(\sigma, \sigma^{-1}\right) \subseteq \mathscr{B}$, then $\operatorname{Im} P^{\prime}\left(\sigma, \sigma^{-1}\right) \subseteq \operatorname{Im} P\left(\sigma, \sigma^{-1}\right)$. Now, if $M P^{\prime}=0$, it follows that $N P^{\prime}=0$ and so from (100) we have

$$
\begin{equation*}
r P^{\prime}=X N P^{\prime}+X^{\prime} N^{\prime} P^{\prime}=X^{\prime} N^{\prime} P^{\prime}=P\left(F^{\prime} N^{\prime} P^{\prime}\right) \tag{102}
\end{equation*}
$$

Since $P$ is primitive, it follows that (see [9]) there exists $X \in R^{(q-l) \times s}\left[u, u^{-1}\right]$ such that $P^{\prime}=P X$. This completes the proof.

When $\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$ is not controllable, it is not possible to parametrize its elements through the image of a shift operator since the controllable part does not cover all of $\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$. We have to add to the controllable part a finitely generated free $R$-shift as shown in the next proposition.

Since $S_{b}^{-1} R\left[u, u^{-1}\right]$ is a PID, then there exists $M^{\prime} \in R^{(q-l) \times q}\left[u, u^{-1}\right]$ such that

$$
p:=\operatorname{det}\left[\begin{array}{c}
M  \tag{103}\\
M^{\prime}
\end{array}\right] \in S_{b} .
$$

Let $X \in R^{q \times l}\left[u, u^{-1}\right], X^{\prime} \in R^{q \times(q-l)}\left[u, u^{-1}\right]$ be such that

$$
\operatorname{Adj}\left[\begin{array}{c}
M  \tag{104}\\
M^{\prime}
\end{array}\right]=\left[\begin{array}{ll}
X & X^{\prime}
\end{array}\right]
$$

We have the following:
Proposition 24. Let $\mathscr{B}:=\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$. Then we have the following:
(1) The controllable part of $\mathscr{B}$ is given by

$$
\begin{equation*}
\mathscr{B}_{c}=\operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right) \tag{105}
\end{equation*}
$$

(2) The following decomposition

$$
\begin{equation*}
\mathscr{B}=\tilde{\mathscr{B}}+\mathscr{B}_{c} \tag{106}
\end{equation*}
$$

holds, where

$$
\begin{equation*}
\tilde{\mathscr{A}}=X\left(\sigma, \sigma^{-1}\right)\left(\operatorname{Ker} p\left(\sigma, \sigma^{-1}\right) I\right) \tag{107}
\end{equation*}
$$

if finitely generated free as an R-module.
(3) We have that

$$
\begin{equation*}
\tilde{\mathscr{B}} \cap \mathscr{B}_{c}=(X M)\left(\sigma, \sigma^{-1}\right)\left(\operatorname{Ker} p\left(\sigma, \sigma^{-1}\right) I\right) . \tag{108}
\end{equation*}
$$

Proof. Suppose that $w=X\left(\sigma, \sigma^{-1}\right) v$ with $p\left(\sigma, \sigma^{-1}\right) v=0$. Then $M\left(\sigma, \sigma^{-1}\right) w=$ $M X\left(\sigma, \sigma^{-1}\right) v=0$ and so

$$
X\left(\sigma, \sigma^{-1}\right)\left(\operatorname{Ker} p\left(\sigma, \sigma^{-1}\right) I\right) \subseteq \operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)
$$

On the other hand it is clear that

$$
\operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right) \subseteq \operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)
$$

and thus

$$
\mathscr{B} \supseteq \tilde{B}+\operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right)
$$

Suppose conversely that $M\left(\sigma, \sigma^{-1}\right) w=0$. Since the shift operator associated to the polynomial matrix [ $\left.\begin{array}{ll}X & X^{\prime}\end{array}\right]$ is surjective, there exists $v$ such that

$$
w=\left[X X^{\prime}\right]\left(\sigma, \sigma^{-1}\right) v=X\left(\sigma, \sigma^{-1}\right) v_{1}+X^{\prime}\left(\sigma, \sigma^{-1}\right) v_{2} .
$$

Moreover

$$
p\left(\sigma, \sigma^{-1}\right) v_{1}=M X\left(\sigma, \sigma^{-1}\right) v_{1}=M\left[X X^{\prime}\right]\left(\sigma, \sigma^{-1}\right) v=M\left(\sigma, \sigma^{-1}\right) w=0
$$

and so we have that

$$
\mathscr{B} \subseteq \tilde{\mathscr{B}}+\operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right)
$$

and thus

$$
\begin{equation*}
\mathscr{B}=\tilde{\mathscr{B}}+\operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right) . \tag{109}
\end{equation*}
$$

We want to show now that $\mathscr{B}_{c}=\operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right)$. It is clear that $\mathscr{B}_{c} \supseteq \operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right)$. Since $\mathscr{B}_{c}$ is closed and controllable, then by [14] there exists a polynomial matrix $P$ such that $\mathscr{B}_{c}=\operatorname{Im} P\left(\sigma, \sigma^{-1}\right)$. Let $w \in \mathscr{B}_{c}$. Then, since $p\left(\sigma, \sigma^{-1}\right)$ is surjective, $w \in \operatorname{Im} p P\left(\sigma, \sigma^{-1}\right)$ and so there exists $v \in \operatorname{Im} P\left(\sigma, \sigma^{-1}\right)$ such that $w=p\left(\sigma, \sigma^{-1}\right) v$. Using (109) we have that $v=v_{1}+v_{2}$, where $v_{1} \in \tilde{\mathscr{B}}$ and $v_{2} \in \operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right)$. Then

$$
w=p\left(\sigma, \sigma^{-1}\right) v=p\left(\sigma, \sigma^{-1}\right) v_{1}+p\left(\sigma, \sigma^{-1}\right) v_{2}=p\left(\sigma, \sigma^{-1}\right) v_{2} \in \operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right)
$$

Finally, suppose that $w \in \tilde{\mathscr{B}} \cap \mathscr{B}_{c}$. Then $w=X\left(\sigma, \sigma^{-1}\right) v_{1}=X^{\prime}\left(\sigma, \sigma^{-1}\right) v_{2}$ with $p\left(\sigma, \sigma^{-1}\right) v_{1}=0$. There exists $u$ such that

$$
\left[\begin{array}{c}
v_{1} \\
-v_{2}
\end{array}\right]=\left[\begin{array}{c}
M \\
M^{\prime}
\end{array}\right]\left(\sigma, \sigma^{-1}\right) u .
$$

This implies that $u \in \operatorname{Ker} p\left(\sigma, \sigma^{-1}\right)$ and that $w=X\left(\sigma, \sigma^{-1}\right) v_{1}=X M\left(\sigma, \sigma^{-1}\right) u$. Suppose conversely that $w=X M\left(\sigma, \sigma^{-1}\right) u$, with $u \in \operatorname{Ker} p\left(\sigma, \sigma^{-1}\right)$. Define $v:=M\left(\sigma, \sigma^{-1}\right) u$. Then it is clear that $p\left(\sigma, \sigma^{-1}\right) v=0$ and so $w \in X\left(\sigma, \sigma^{-1}\right)\left(\operatorname{Ker} p\left(\sigma, \sigma^{-1}\right)\right)$. Moreover, since

$$
0=p\left(\sigma, \sigma^{-1}\right) u=X M\left(\sigma, \sigma^{-1}\right) u+X^{\prime} M^{\prime}\left(\sigma, \sigma^{-1}\right) u
$$

we have that $w=-X^{\prime} M^{\prime}\left(\sigma, \sigma^{-1}\right) u$ and so $w \in \operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right)$.
The previous proposition provides a way for parametrizing the trajectories in Ker $M\left(\sigma, \sigma^{-1}\right)$ by an image representation and by an $R$-shift that can be generated through the techniques presented in the scalar case. The only drawback of this parametrization is that it is not injective since $\tilde{\mathscr{B}} \cap \mathscr{B}_{c}$ is not zero in general. Notice moreover that the previous proposition provides also an alternative way to compute the controllable part of $\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)$ based on a completely different technique than the method shown in Proposition 23. It is worth noting that the method presented in Proposition 23 is usually more efficient and direct since it is based on algorithms working on
matrices with entries in the PID $R_{0}^{-1} R\left[u, u^{-1}\right]$, that are much easier than the analogos algorithms working on matrices with entries in the PID $S_{b}^{-1} R\left[u, u^{-1}\right]$.

We now turn to the non-homogeneous case

$$
\begin{equation*}
M\left(\sigma, \sigma^{-1}\right) v=w \tag{110}
\end{equation*}
$$

If $M$ is not $R_{0} S_{b}$-factor prime, there are all the difficulties which already appeared in the scalar case. Indeed, in the semisimple case, it follows from Theorem 21 that $\mathscr{B}:=\operatorname{Im} M\left(\sigma, \sigma^{-1}\right)$ is not closed and hence not easy to characterize. We concentrate here on the case when $M$ is $R_{0} S_{b}$-factor prime. In this case we know that $\mathscr{B}$ is a closed controllable $R$-shift. It follows from the results in [5] that then $\mathscr{B}$ has necessarily finite memory and it will therefore admit, for the considerations done in the Introduction, a kernel representation. We now show how to find it explicitly.

We can factor $M=M_{1} M_{2}$ with $M_{1} \in R^{l \times r}\left[u, u^{-1}\right]$ right $R_{0}$-factor prime and $M_{2} \in$ $R^{r \times q}\left[u, u^{-1}\right]$ left $S_{b}$-factor prime. We can therefore transform (110) into the system

$$
\begin{align*}
& M_{1}\left(\sigma, \sigma^{-1}\right) x=w  \tag{111}\\
& M_{2}\left(\sigma, \sigma^{-1}\right) v=x \tag{112}
\end{align*}
$$

Note that, by Theorem 18, (112) is always solvable in $v$ for every $x$. Consider now Eq. (111). Note first that, by Theorem 15, $M_{1}\left(\sigma, \sigma^{-1}\right)$ is injective. Hence, if a solution $x$ exists, it is unique. It follows from Theorem 12 that there exists $Y \in R^{r \times l}\left[u, u^{-1}\right]$ and $r \in R_{0}$ such that $Y M_{1}=r I$. Hence, if $x$ solves (111), we must have $r x=Y\left(\sigma, \sigma^{-1}\right) w$. Therefore, we first find a necessary condition for $w \in \mathscr{B}:=\operatorname{Im} M_{1}\left(\sigma, \sigma^{-1}\right)$. We must have

$$
\begin{equation*}
r \mid Y\left(\sigma, \sigma^{-1}\right) w \tag{113}
\end{equation*}
$$

Assume now that (113) is satisfied and consider $x=r^{-1} Y\left(\sigma, \sigma^{-1}\right) w$. Substituting in (111), we obtain the second condition

$$
\begin{equation*}
\left(M_{1} Y-r I\right)\left(\sigma, \sigma^{-1}\right) w=0 \tag{114}
\end{equation*}
$$

It is clear that the two conditions together (113) and (114) are necessary and sufficient for $w \in \mathscr{B}$. If we consider the shift operator

$$
\begin{align*}
& \psi:\left(R^{l}\right)^{\mathbb{Z}} \rightarrow\left(R^{r} / r R^{r}\right)^{\mathbb{Z}} \oplus\left(R^{r}\right)^{\mathbb{Z}}  \tag{115}\\
& \psi(w):=\left(\pi\left(Y\left(\sigma, \sigma^{-1}\right) w\right),\left(M_{1} Y-r I\right)\left(\sigma, \sigma^{-1}\right) w\right) \tag{116}
\end{align*}
$$

where $\pi:\left(R^{r}\right)^{\mathbb{Z}} \rightarrow\left(R^{r} / r R^{r}\right)^{\mathbb{Z}}$ is the canonical projection. We have that

$$
\begin{equation*}
\operatorname{Ker} \psi=\mathscr{B}=\operatorname{Im} M\left(\sigma, \sigma^{-1}\right) \tag{117}
\end{equation*}
$$

Moreover, if $w \in \operatorname{Im} M_{1}\left(\sigma, \sigma^{-1}\right)$, the unique solution of (111) is given by $x=$ $r^{-1} Y\left(\sigma, \sigma^{-1}\right) w$. Note that we have also proved that $M_{\mathrm{I}}\left(\sigma, \sigma^{-1}\right)$ is open on its image so that also $M\left(\sigma, \sigma^{-1}\right)$ is open on its image: equivalently we can say that (110) has the finite property as discussed in the Introduction.

What remains to be done is to show how to explicitly solve (112). We have already discussed how to solve the homogencous equation associated to $M_{2}$. Hence, to solve (112), we only need to find an explicit solution. It follows from Theorem 18 that there exists $X \in R^{q \times r}\left[u, u^{-1}\right]$ and $r \in S_{b}$ such that $M_{2} X=r I$. Find first $\tilde{v} \in\left(R^{r}\right)^{\mathbb{Z}}$ such that $r\left(\sigma, \sigma^{-1}\right) I \tilde{v}=x$. We have that

$$
\begin{equation*}
x=r\left(\sigma, \sigma^{-1}\right) I \tilde{v}=M_{2}\left(\sigma, \sigma^{-1}\right) X\left(\sigma, \sigma^{-1}\right) \tilde{v} \tag{118}
\end{equation*}
$$

which shows that $v=X\left(\sigma, \sigma^{-1}\right) \tilde{v}$ is an explicit solution of (112). This completes our analysis.

We now present an example to show how to concretely apply our results.
Example 6. Let $R=\mathbb{R}[z]$. Let

$$
M:=\left(\begin{array}{ccc}
-z u+2 z^{2} & -z(u-2) & 2 z^{2}  \tag{119}\\
-u-1+3 z & -2(u-2) & 3 z
\end{array}\right)
$$

and consider first the homogeneous difference equation

$$
\begin{equation*}
M\left(\sigma, \sigma^{-1}\right) v=0 \tag{120}
\end{equation*}
$$

It is easy to check that the greatest common divisor of the principal minors is $z(u-2)$ so that $M$ is left $R_{0} S_{b}$-factor prime. Using standard techniques we can factor $M=M_{1} M_{2}$, where

$$
M_{1}:=\left(\begin{array}{cc}
z & z  \tag{121}\\
1 & 2
\end{array}\right), \quad M_{2}:=\left(\begin{array}{ccc}
-u+z+1 & 0 & z \\
z-1 & 2-u & z
\end{array}\right) .
$$

$M_{2}$ is lef $S_{b}$-factor prime. In studying the homogeneous problem we can forget $M_{1}$. Since $u-2$ is a common divisor of the principal minors of $M_{2}$, then by Theorem 22 we can argue that $\mathscr{B}:=\operatorname{Ker} M\left(\sigma, \sigma^{-1}\right)=\operatorname{Ker} M_{2}\left(\sigma, \sigma^{-1}\right)$ is not controllable.

Factor again $M_{2}$ as $M_{2}=F N$, where

$$
F:=\left(\begin{array}{ll}
u & 1  \tag{122}\\
2 & 1
\end{array}\right), \quad N:=\left(\begin{array}{ccc}
-1 & 1 & 0 \\
z+1 & -u & z
\end{array}\right) .
$$

Note that $N$ is left $R\left[u, u^{-1}\right]^{*}$-factor prime. Complete it to

$$
\tilde{N}:=\left(\begin{array}{ccc}
-1 & 1 & 0  \tag{123}\\
z+1 & -u & z \\
1 & 0 & 0
\end{array}\right)
$$

We have that

$$
\operatorname{Adj}(\tilde{N})=\left(\begin{array}{ccc}
0 & 0 & z  \tag{124}\\
z & 0 & z \\
u & 1 & u-z-1
\end{array}\right)
$$

Hence the controllable part of $\mathscr{B}$ is

$$
\mathscr{B}_{c}=\operatorname{Im}\left(\begin{array}{c}
z  \tag{125}\\
z \\
\sigma-(z+1)
\end{array}\right) .
$$

Complete now $M_{2}$ to

$$
\tilde{M}_{2}:=\left(\begin{array}{ccc}
-u+z+1 & 0 & z  \tag{126}\\
z-1 & 2-u & z \\
0 & 1 & 1
\end{array}\right)
$$

We have that

$$
\operatorname{Adj}\left(\tilde{M}_{2}\right)=\left(\begin{array}{ccc}
2-u-z & z & z(u-2)  \tag{127}\\
1-z & -u+z+1 & z(u-2) \\
z-1 & u-z-1 & (u-2)(u-z-1)
\end{array}\right)
$$

and $q:=\operatorname{det} \tilde{M}_{2}=(u-2)(u-1) \in S_{b}$. Let

$$
X:=\left(\begin{array}{cc}
2-u-z & z  \tag{128}\\
1-z & -u+z+1 \\
z-1 & u-z-1
\end{array}\right), \quad X^{\prime}:=\left(\begin{array}{c}
z(u-2) \\
z(u-2) \\
(u-2)(u-z-1)
\end{array}\right)
$$

These matrices are such that $\operatorname{Adj}\left(\tilde{M}_{2}\right)=\left[\begin{array}{ll}X & \left.X^{\prime}\right] \text {. Then the controllable part of } \mathscr{B} \text { is }\end{array}\right.$ given also by $\operatorname{Im} X^{\prime}\left(\sigma, \sigma^{-1}\right)$ ( as it can be easily verified) and moreover

$$
\begin{equation*}
\mathscr{B}=\tilde{\mathscr{B}}+\mathscr{B}_{c}, \tag{129}
\end{equation*}
$$

where $\tilde{\mathscr{B}}=X\left(\sigma, \sigma^{-1}\right)\left(\operatorname{Ker} q\left(\sigma, \sigma^{-1}\right) I\right)$. Notice that $w \in \operatorname{Ker} q\left(\sigma, \sigma^{-1}\right) I$ if and only if

$$
\begin{equation*}
w^{\mathrm{T}}(t)=C A^{t} B, \quad \forall t \in \mathbb{Z} \tag{130}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cc}
0 & 1 \\
-2 & 3
\end{array}\right), \quad C=\left(\begin{array}{ll}
1 & 0
\end{array}\right)
$$

and $B$ may be any matrix in $R^{2 \times 2}$. Noting that $X=X_{0}+\bar{X}_{1} u$, where

$$
X_{0}:=\left(\begin{array}{cc}
2-z & z  \tag{131}\\
1-z & z+1 \\
z-1 & -z-1
\end{array}\right), \quad X_{1}:=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1 \\
0 & 1
\end{array}\right)
$$

we have that $v \in X\left(\sigma, \sigma^{-1}\right)\left(\operatorname{Ker} q\left(\sigma, \sigma^{-1}\right) I\right)$ if and only if

$$
\begin{equation*}
v^{\mathrm{T}}(t)=C A^{t}\left(B X_{0}^{\mathrm{T}}+A B X_{1}^{\mathrm{T}}\right), \quad \forall t \in \mathbb{Z} \tag{132}
\end{equation*}
$$

where $B$ is free to vary in $R^{2 \times 2}$.
We pass now to consider the non-homogeneous equation

$$
\begin{equation*}
M\left(\sigma, \sigma^{-1}\right) v=w \tag{133}
\end{equation*}
$$

Consider the factorization $M=M_{1} M_{2}$ as above. In this case we can immediately see that

$$
\begin{equation*}
\operatorname{Im} M\left(\sigma, \sigma^{-1}\right)=\operatorname{Im} M_{1}\left(\sigma, \sigma^{-1}\right):=\left\{\left.\binom{z w_{1}}{w_{2}} \right\rvert\, w_{1}, w_{2} \in R^{\mathbb{Z}}\right\} . \tag{134}
\end{equation*}
$$

Let now fix

$$
\begin{equation*}
w=\binom{z w_{1}}{w_{2}} \tag{135}
\end{equation*}
$$

The unique solution of $M_{1}\left(\sigma, \sigma^{-1}\right) x=w$ is given by

$$
\begin{equation*}
x=\binom{2 w_{1}-w_{2}}{-w_{1}+w_{2}} \tag{136}
\end{equation*}
$$

To find a particular solution of (133), solve first the equation

$$
\begin{equation*}
(1-u)(2-u) I \tilde{v}=\binom{2 w_{1}-w_{2}}{-w_{1}+w_{2}} . \tag{137}
\end{equation*}
$$

A particular solution is given by

$$
\tilde{v}(t):=\sum_{k=0}^{t-1}\left(\begin{array}{ll}
2 w_{1}(t)-w_{2}(t) & 0  \tag{138}\\
-w_{1}(t)+w_{2}(t) & 0
\end{array}\right)\left(\begin{array}{cc}
0 & 1 \\
3 & -2
\end{array}\right)^{t-1-k}\binom{0}{1}
$$

and so a particular solution of $M_{2}\left(\sigma, \sigma^{-1}\right) v=x$ is then given by $X\left(\sigma, \sigma^{-1}\right) \tilde{v}$ which provides a particular solution also of (133).

### 3.4. An extension to the ring of local analytic functions

Even if we consider only one variable, the ring of locally convergent power series $R=k\{z\}(k=\mathbb{R}, \mathbb{C})$ is not a PID. However, some parts of the theory developed in this section can still be applied to this case. Two basic facts are the key ingredients to do this: first, its completion $\hat{R}=k[[z]]$ is indeed a PID; second we have the important result by Artin [1] already recalled in Section 1 which essentially permits us to solve systems of polynomial equations in $R$ once we know that a solution exists in $\hat{R}$. Using these two ingredients in a carefully way, we can prove in a lengthy but straightforward way that Theorem 12 and Proposition 14 still hold true if $R=k\{z\}$ and $S=S_{b}, \widetilde{S}_{b}, R_{0}$. With this we can then show that all the results for systems of difference equations established in the last two subsections can be extended to the case $R=k\{z\}$. Notice also that Proposition 11 admits a straightforward extension to the matrix case. Finally, notice that for the ring $\hat{R}=k[[z]]$ also non-homogeneous problems with matrices $M$ which are not necessarily $\hat{R}_{0} S_{b}$-factor prime can be treated via the results obtained in Section 2 for the complete PID's. This permits us, in principle, to study general matrix non-homogeneous problems for $R=k\{z\}$ using the same techniques than in the scalar case as in Example 3 of Section 2. We omit all details.
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